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Résumé. Les catégories intégrales ont été récemment développées comme
homologues aux catégories différentielles. En particulier, les catégories inté-
grales sont équipées d’un opérateur d’intégration, appelé la transformation
intégrale, dont les axiomes généralisent les identités d’intégration de base
du calcul comme l’intégration par parties. Cependant, la littérature sur les
catégories intégrales ne contient aucun exemple décrivant l’intégration de
fonctions lisses arbitraires : les exemples les plus proches impliquent l’inté-
gration de fonctions polynomiales. Cet article comble cette lacune en dévelo-
ppant un exemple de catégorie intégrale dont la transformation intégrale agit
sur des 1-formes différentielles lisses. De plus, nous fournissons un autre
point de vue sur la structure différentielle de cet exemple clé, nous étudions
les dérivations et les codérélictions dans ce contexte et nous prouvons que les
anneaux C∞ libres sont des algèbres de Rota-Baxter.
Abstract. Integral categories were recently developed as a counterpart to
differential categories. In particular, integral categories come equipped with
an integration operator, known as an integral transformation, whose axioms
generalize the basic integration identities from calculus such as integration
by parts. However, the literature on integral categories contains no example
that captures integration of arbitrary smooth functions: the closest are exam-
ples involving integration of polynomial functions. This paper fills in this gap
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by developing an example of an integral category whose integral transforma-
tion operates on smooth 1-forms. We also provide an alternative viewpoint
on the differential structure of this key example, investigate derivations and
coderelictions in this context, and prove that free C∞-rings are Rota-Baxter
algebras.
Keywords. differential categories; C-infinity rings; Rota-Baxter algebras;
monads; algebra modalities; monoidal categories; derivations; Kähler differ-
entials.
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1. Introduction

One of the most important examples of a differential category [5] captures
differentiation of smooth functions by means of (co)differential structure on
the free C∞-ring monad on R-vector spaces; this example was given in
[5, §3] as an instance of a more general construction (called the S∞ con-
struction). It is important for at least three reasons: firstly, it is a differ-
ential category based directly on ordinary differential calculus. Secondly,
through an analogy with the role of commutative rings in algebraic geome-
try, C∞-rings play an important role in the semantics of synthetic differen-
tial geometry [17, 25] and so provide a key benchmark for the generalization
of aspects of commutative algebra in differential categories, including the
generalizations of derivations and Kähler differentials in [7]. Thirdly, the
free C∞-ring monad provides a key example of a differential category that
does not possess the Seely (also known as storage) isomorphisms, as we dis-
cuss in Remark 5.16, because it is well known that the canonical linear map
C∞(Rn)⊗RC

∞(Rm)→ C∞(Rn×Rm) is not an isomorphism. Differential
category structure can be simplified if one assumes the Seely isomorphisms
(for more on this, see [4]); this key example shows why it is important to not
assume them in general.

A recent addition to the study of categorical calculus is the story of inte-
gration and the fundamental theorems of calculus with the discovery of inte-
gral and calculus categories [10] and differential categories with antideriva-
tives [10, 12]. These discoveries show that both halves of calculus can be
developed at this abstract categorical level. The first notion of integration
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in a differential category was introduced by Ehrhard in [12] with the intro-
duction of differential categories with antiderivatives, where one builds an
integral structure from the differential structure. Integral categories and cal-
culus categories were then introduced in the second author’s Master’s thesis
[19], under the supervision of Bauer and Cockett. Integral categories have an
axiomatization of integration that is independent from differentiation, while
the axioms of calculus categories describe compatibility relations between a
differential structure and an integral structure via the two fundamental the-
orems of calculus. In particular, every differential category with antideriva-
tives is a calculus category. Cockett and the second author also published an
extended abstract [9] and then a journal paper [10] which provided the full
story of integral categories, calculus categories, and differential categories
with antiderivatives.

However, an important potential example was missing in those papers:
an integral category structure on the freeC∞-ring monad that would be com-
patible with the known differential structure. Such an example is important
for the same reasons as above: it would give an integral category that resem-
bles ordinary calculus, and it would show that it is useful to avoid assuming
the Seely isomorphisms for integral categories (noting that, as with differ-
ential categories, the assumption of the Seely isomorphisms can simplify
some of the structure: for example, see [20, Theorem 3.8]). The journal pa-
per on integral categories [10] presented an integral category of polynomial
functions, but it was not at all clear from its definition (and not known) that
the formula for its deriving transformation could be generalized to yield an
integral category of arbitrary smooth functions.

Developing such an example (namely an integral category structure for
the freeC∞-ring monad) is the central goal of this paper. As noted above, the
existence of such an example, involving infinitely differentiable functions,
demonstrates the relevance and importance of the definition of integral cat-
egories. Since this new example most resembles ordinary calculus, it might
in retrospect seem unsurprising. But what is surprising about this story is
that (1) the initial work on integral categories, in studying structural aspects
of integration and antiderivatives, had arrived at an axiomatics that was not
initially known to admit a model in smooth functions but instead had a poly-
nomial model that, in the multivariable case, seemed unfamiliar, and that (2)
despite this, we now show here that a model in smooth functions exists and
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is based on familiar notions of vector calculus, namely line integrals.
In considering the integral side of this example, we have also found ad-

ditional results and ideas for the differential side. In particular, in order to
define the integral structure for this example, we have found it helpful to give
an alternative presentation of its differential structure and its monad S∞ on
the category of vector spaces over R. The original paper on differential cat-
egories [5] did not mention the fact that S∞ is the free C∞-ring monad, nor
that it is a finitary monad, although it did construct this monad as an instance
of a more general construction applicable for certain Lawvere theories car-
rying differential structure. However, that paper [5] did not define S∞ by
means of the usual recipe through which a finitary monad is obtained from
its corresponding Lawvere theory; instead, the endofunctor S∞ was defined
in [5, §3] by associating to each real vector space V a set S∞(V ) consisting
of certain mappings h : V ∗ → R on the algebraic dual V ∗ of V .

To facilitate our work with this example, we have found it helpful to give
an alternative approach, via the theory of finitary monads. Since the monad
S∞ is finitary, we are able to exploit standard results on locally finitely pre-
sentable categories and finitary monads to show that the differential struc-
ture carried by S∞ arises by left Kan extension from structure present on
the finite-dimensional real vector spaces. Aside from shedding some new
light on this important example, this approach enables us to define an inte-
gral structure on S∞ through a similar method of left Kan extension, starting
with integration formulae for finite-dimensional spaces.

In addition to providing a key new example of an integral category, this
paper also has some further interesting aspects. The first is in its investi-
gation of derivations in this context. A recent paper by Blute, Lucyshyn-
Wright, and O’Neill [7] defined derivations for (co)differential categories.
Here we show that derivations in this general sense, when applied to theC∞-
ring example that we consider here, correspond precisely to derivations of
the Fermat theory of smooth functions as defined by Dubuc and Kock [11].
This provides additional evidence that the Blute/Lucyshyn-Wright/O’Neill
definition is the appropriate generalization of derivations in the context of
codifferential categories. We also show that while this key example does not
possess a codereliction (see [4, 5]), it does possess structure sharing many of
the key features of a codereliction.

Finally, we conclude with an interesting result on Rota-Baxter algebras.
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By definition, an integral category satisfies a certain Rota-Baxter axiom. By
showing that the smooth algebra example is an integral category, we get as a
corollary that free C∞-rings are Rota-Baxter algebras (Proposition 6.10), a
result that appears to be new.

The paper is organized as follows. In Section 2, we review differential
and integral categories, working through the definitions using the standard
polynomial example. In Section 3 we review and discuss some aspects of
finitary monads that will be useful in relation to our central ‘smooth’ exam-
ple, including some results that are known among practitioners but whose
statements we have not found to appear in the literature. In Section 4, we
review generalities on C∞-rings, and we define the C∞-ring monad (and al-
gebra modality) on real vector spaces. In Section 5 we define the differential
structure of this example, as well as consider derivations and (co)derelictions
in this context. Finally, in Section 6, we establish the integral structure of
the central example, and we conclude by proving that free C∞-rings have
Rota-Baxter algebra structure.

2. Background on differential and integral categories

This section reviews the central structures of the paper: (co)differential cate-
gories, (co-)integral categories, and (co-)calculus categories [5, 10]. Throu-
ghout this section, we will highlight the particular example of the category of
R-vector spaces with polynomial differentiation and integration [5, Proposi-
tion 2.9]. While much of this material is standard, we have included it here
to set a consistent notation and to clarify precisely which definitions we are
using (for example, the definition of (co)differential category changed from
[5] to [6]).

We should first explain the intuition behind codifferential categories, as
compared to differential categories. Differential categories were introduced
to provide the categorical semantics of differential linear logic [12]. Briefly,
a differential category comes equipped with a coalgebra modality, which in
particular is a comonad !, and a natural transformation dA : !A ⊗ A → !A
which axiomatizes the basic properties of differentiation. The coKleisli mor-
phisms f : !A→ B are to be thought of as smooth maps A→ B, that is, the
maps that are infinitely differentiable. Indeed, the derivative of a coKleisli
morphism is the morphism D[f ] : !A ⊗ A →!A defined as D[f ] = dAf .
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Codifferential categories are the dual of differential categories. Therefore, a
codifferential category comes equipped with an algebra modality, which is
a monad S such that every SC comes equipped with a natural commutative
monoid structure, and this time a natural transformation dC : SC → SC⊗C
which again axiomatizes the basic properties of differentiation such as the
product rule and the chain rule. The intuition here is that SC may be thought
of as a space of smooth (or differentiable) scalar-valued functions on C. In-
deed, thinking of Kleisli morphisms f : B → SC as smooth maps C → B
and writing the monoidal unit as k, we are led to regard the ‘elements’
f : k → SC of SC as smooth functions C → k. The Kleisli composition
for the monad S then may be seen as composition of smooth maps, while the
monoid structure on SC corresponds to multiplication of smooth maps. The
natural transformation dC is then a differential operator that sends a smooth
function on C to its derivative. For more details on these intuitions, see the
original paper [5].

We now recall the various elements of the definition of codifferential cat-
egories, beginning first with the monoidal and additive structure. Here we
use the term additive category to refer to any category enriched in commu-
tative monoids, while this term is more often used for categories that are
enriched in abelian groups and have finite biproducts.

Definition 2.1. An additive symmetric monoidal category consists of a sym-
metric monoidal category (C,⊗, k, σ) such that C is enriched over commu-
tative monoids and ⊗ preserves the commutative monoid structure in each
variable separately.

Example 2.2. The category of vector spaces over R and R-linear maps be-
tween them, R-Vec, is an additive symmetric monoidal category with the
structure given by the standard tensor product and the standard additive en-
richment of vector spaces.

The next requirement for a codifferential category is an algebra modality,
which is a monad S for which every free S-algebra comes equipped with a
natural commutative monoid structure:

Definition 2.3. If (C,⊗, k, σ) is a symmetric monoidal category, an algebra
modality (S,m, u) on C consists of:

• a monad S = (S, µ, η) on C;
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• a natural transformation m, with components mC : SC ⊗ SC → SC
(C ∈ C);

• a natural transformation u, with components uC : k → SC (C ∈ C);

such that

• for each object C of C, (SC,mC , uC) is a commutative monoid (in the
symmetric monoidal category C);

• each component of µ is a monoid morphism (with respect to the obvi-
ous monoid structures).

Such an algebra modality (S,m, u) will also be denoted by (S, µ, η,m, u) or
by S.

As discussed above, SC may be thought of as a space of smooth maps
C → k, and then mC : SC⊗SC → SC may be interpreted as multiplication
of smooth functions, while the unit uC : k → SC picks out the multiplicative
identity element, seen as a constant smooth function. Following this inter-
pretation further, the monad unit ηC : C → SC picks out the linear maps,
while Kleisli composition effects the composition of smooth maps. Some of
these intuitions are illustrated in the following example, and also in a further
example that we shall consider in detail in Section 4.

Example 2.4. R-Vec has an algebra modality Sym, which sends a vector
space V to the symmetric algebra on V (over R),

Sym(V ) :=
∞⊕
n=0

Symn(V )

where Sym0(V ) := R, Sym1(V ) := V , and for n ≥ 2, Symn(V ) is the
quotient of the tensor product of V with itself n times by the equations

v1 ⊗ . . .⊗ vi ⊗ . . . vn = vσ(1) ⊗ . . .⊗ vσ(i) ⊗ . . .⊗ vσ(n)

associated to permutations σ of {1, 2, . . . n}. It turns out that Sym(V ) is the
free commutative R-algebra on the R-vector space V . It is a standard result
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that Sym(V ) can also be identified with a polynomial ring: if X = {xi | i ∈
I} is a basis for V , then

Sym(V ) ∼= R[X].

When V = Rn, this makes it clear that Sym(V ) is indeed a ring of smooth
functions on V , namely the polynomial functions. For example, if V = R3

then Sym(V ) ∼= R[x, y, z], which is the space of polynomial functions R3 →
R.

We now review the main ingredient of codifferential structure.

Definition 2.5. If (C,⊗, k, σ) is an additive symmetric monoidal category
with an algebra modality (S, µ, η,m, u), then a deriving transformation on
C is a natural transformation d, with components

dC : SC → SC ⊗ C (C ∈ C)

such that1

[d.1] Derivative of a constant: ud = 0;

[d.2] Leibniz/product rule: md = [(1⊗d)(m⊗1)]+[(d⊗1)(1⊗σ)(m⊗1)];

[d.3] Derivative of a linear function: ηd = u⊗ 1;

[d.4] Chain rule: µd = d(µ⊗ d)(m⊗ 1);

[d.5] Interchange2: d(d⊗ 1) = d(d⊗ 1)(1⊗ σ).

Such a C equipped with a deriving transformation d is called a codifferential
category.

1Note that here, and throughout, we denote diagrammatic (left-to-right) composition by
juxtaposition, whereas we denote right-to-left, non-diagrammatic composition by ◦, and
functions f are applied on the left, parenthesized as in f(x); however, we write compo-
sition of functors in the right-to-left, non-diagrammatic order, and functors F are applied
on the left, as in FX . We suppress the use of the monoidal category associator and unitor
isomorphisms, and we omit subscripts and whiskering on the right.

2This rule was not in the original paper [5], but was later formally introduced in [6], and
is used in [10]. It represents the independence of order of partial differentiation.
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The intuition here is that the deriving transformation dC : SC → SC⊗C
is a derivation (in the algebraic sense, recalled in Section 5.1) that maps a
smooth function on C to its derivative (or differential). We shall consider
examples in which C is a finite-dimensional vector space and SC ⊗ C is
a space of smooth 1-forms on C, equivalently, scalar-valued functions on
C × C that are smooth in their first argument and linear in their second.
The first axiom [d.1] states that the derivative of a constant function is zero.
The second axiom [d.2] is the Leibniz (or product) rule which describes how
to differentiate the product of two smooth functions. The third axiom rule
[d.3] says that the derivative of a linear map is constant in its first argument.
The fourth axiom [d.4] is the chain rule, describing how to differentiate the
composition of smooth maps. The last axiom, the interchange rule [d.5], is
the independence of order of differentiation.

Example 2.6. R-Vec is a codifferential category with respect to the deriving
transformation dV : Sym(V )→ Sym(V )⊗ V defined on pure tensors by

dV (v1 ⊗ . . .⊗ vn) :=
n∑
i=1

(v1 ⊗ . . .⊗ vi−1 ⊗ vi+1 ⊗ . . .⊗ vn)⊗ vi

where v1, ..., vn ∈ V . If V has a basis X , then with respect to the isomor-
phism Sym(V ) ∼= R[X], the map dV : R[X]→ R[X]⊗V is given by taking
a sum involving the partial derivatives:

dV (xn1
1 . . . xnkk ) =

k∑
i=1

ni · xn1
1 . . . xni−1

i . . . xnkk ⊗ xi.

For example, if V = R3, then SV = R[x, y, z] and SV ⊗V = R[x, y, z]⊗R3

is a free R[x, y, z]-module on three generators dx = 1 ⊗ x, dy = 1 ⊗ y,
dz = 1⊗ z, so that the elements of SV ⊗ V are 1-forms f dx+ g dy + h dz
on R3 with polynomial coefficients f, g, h ∈ R[x, y, z]. For the polynomial
p(x, y, z) = x2y3 + z5x+ 1 we compute that

dR3(x2y3 + xz4 + 1) = 2xy3 ⊗ x+ 3x2y2 ⊗ y + z4 ⊗ x+ 5xz4 ⊗ z .

We now turn to the integral side of this theory, as introduced in [10].
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Definition 2.7. If (C,⊗, k, σ) is an additive symmetric monoidal category
with an algebra modality (S, µ, η,m, u), then an integral transformation on
C is a natural transformation s, with components

sC : SC ⊗ C → SC (C ∈ C)

such that

[s.1] Integral of a constant: (u⊗ 1)s = η;

[s.2] Rota-Baxter rule: (s⊗ s)m = [(s⊗ 1⊗ 1)(m⊗ 1)s] + [(1⊗ 1⊗ s)(1⊗
σ)(m⊗ 1)s];

[s.3] Interchange: (s⊗ 1)s = (1⊗ σ)(s⊗ 1)s.

Such a C equipped with an integral transformation s is called a co-integral
category.

The concept of an integral category was introduced in [10], and there
one can find a discussion of the intuition behind integral categories. In the
present paper, we supply some intuition for the dual notion of co-integral
category, and we develop an example of a specific co-integral category that
confirms this intuition in reasonably full generality. The specific co-integral
category that we shall define in Section 6 is one in which C is the category
of real vector spaces and S(Rn) = C∞(Rn) is the space of all real-valued
smooth (or C∞) functions on Rn. In the case where C = Rn, we discuss
in Remark 5.5 how the tensor product SC ⊗ C = C∞(Rn) ⊗ Rn may be
identified with the space of smooth differential 1-forms on Rn, equivalently,
smooth functions ω : Rn×Rn → R that are linear in their second argument.
Using the usual inner product on Rn, smooth 1-forms can be represented
also as smooth vector fields F : Rn → Rn, as discussed in Remark 5.5.
For example, the differential, df , of a smooth function f : Rn → R is an
example of a smooth 1-form df : Rn × Rn → R, given by df(x, v) =∑

i
∂f
∂xi

(x)vi, whose associated vector field is the gradient ∇f : Rn → Rn

of f (Remark 5.5). In Section 6, we introduce an integral transformation
sC : SC⊗C → SC that sends each 1-form ω(~x,~v) to the integral

∫
C~x
ω of ω

along the straight-line path C~x from the origin to ~x in Rn—equivalently, the
line integral along C~x of the vector field F corresponding to ω. For example,
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when C = R, a vector field on R is simply a smooth function F : R → R,
with corresponding 1-form ω : R× R→ R given by ω(x, v) = F (x)v, and
sR(ω) : R→ R is then the function given by x 7→

∫ x
0
F (t) dt.

With this example in mind, we may interpret the first axiom [s.1] as stat-
ing that the integral of a 1-form that is constant in its first argument is linear.
The second axiom [s.2] is the Rota-Baxter rule, which roughly is integration
by parts, but expressed solely in terms of integrals and adapted to 1-forms
on Rn. We discuss the Rota-Baxter rule more in Section 6 when discussing
Rota-Baxter algebras. Lastly, the third axiom [s.3] is the independence of
order of integration.

The main precursor to the specific co-integral category that we shall de-
fine in Section 6 is the following one, which was introduced in [10] and is
based instead on polynomial functions rather than smooth functions. That
paper included the following direct, algebraic definition of an integral trans-
formation for polynomials and did not formulate it in terms of line integra-
tion of 1-forms or vector fields, while we shall see in Section 6 that the
curious algebraic formula involved actually turns out to be a special case of
our integral transformation for smooth 1-forms:

Example 2.8. R-Vec is a co-integral category, with integral transformation
sV : Sym(V )⊗ V → Sym(V ) defined on generators by

sV ((v1⊗ . . .⊗ vn)⊗w) :=
1

n+ 1
· v1⊗ . . .⊗ vn⊗w (v1, ..., vn, w ∈ V ).

If V has a basis X , then with respect to the isomorphism Sym(V ) ∼= R[X],
the integral transformation sV : R[X]⊗ V → R[X] is given by

sV ((xn1
1 . . . xnkk )⊗ xi) =

1

1 +
∑k

i=1 nk
· xn1

1 . . . xni+1
i . . . xnk . (1)

For example, if V = R3, for the polynomial p(x, y, z) = x2y3 + z5x+ 1 we
compute that

sR3

(
(x2y3 + xz5 + 1)⊗ y

)
=

1

6
x2y4 +

1

7
xyz5 + y

Note that the form the integral transformation takes in this example is
perhaps slightly unexpected: the denominator sums all of the exponents in
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the monomial, not just the exponent on the indeterminate with respect to
which integration occurs. As noted in [10], “at first glance this may seem
bizarre ... however, [simply taking ni + 1] fails the Rota-Baxter rule for any
vector space of dimension greater than one”. We shall see in this paper, how-
ever, a more abstract reason why this is the right integral transformation on
polynomials: it can be recovered from the integral transformation for smooth
1-forms, by restricting to polynomial 1-forms (see Remark 6.8). Thinking
about it another way, when the formula (1) was introduced in [10], it was
not at all clear how to extend that formula to arbitrary smooth 1-forms; one
of the accomplishments of the present work is to cast the formula (1) as a
special case of line integration and thereby find this extension.

We now consider categories with differential and integral structure that
are compatible (in the sense of the fundamental theorems of calculus).

Definition 2.9. A co-calculus category [10] is a codifferential category and
a co-integral category on the same algebra modality such that the deriving
transformation d and the integral transformation s satisfy the following:

[c.1] The Second Fundamental Theorem of Calculus: ds + S(0) = 1;

[c.2] The Poincaré condition: If f : B → S(C)⊗ C is such that

f(d⊗ 1)(1⊗ σ) = f(d⊗ 1)

then f satisfies the First Fundamental Theorem; that is, fsd = f .

Remark 2.10. The axioms of a calculus category were first described by
Ehrhard in [12] as consequences of his notion of a differential category with
antiderivatives.

The axioms of a co-calculus category are based on their namesakes: the
fundamental theorems of calculus. The first axiom [c.1] is based on a par-
ticular case of the Second Fundamental Theorem of Calculus, which in this
case states that (in the single-variable case) the integral from 0 to x of the
derivative of a function is equal to the difference between the values of that
function at the endpoints.∫ x

0

f ′(t) dt = f(x)− f(0)
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However, as one may not necessarily have additive inverses in a co-calculus
category, the f(0) term is placed on the left-hand side. The Second Fun-
damental Theorem of Calculus generalizes nicely to the multivariable case
in the form of the general Stokes’ Theorem, which includes a special case
known as the Fundamental Theorem of Line Integration that we will discuss
in Section 6. On the other hand, the First Fundamental Theorem of Calculus
states that the derivative of the integral of a continuous function is equal to
the original function:

d

dx

∫ x

a

f(t) dt = f(x)

The First Fundamental Theorem of Calculus generalizes to the multivariable
case only with the addition of a hypothesis that is vacuous in the single vari-
able case. Indeed, the Poincaré Lemma (or rather, its usual proof by way
of an explicit chain homotopy) provides necessary and sufficient conditions
for when a multivariable integrable map satisfies the First Fundamental The-
orem of Calculus. Thus, the second axiom [c.2] generalizes the Poincaré
Lemma. The axioms of a co-calculus category will be studied in greater
detail for real smooth functions in Section 6.

Example 2.11. R-Vec, with the ‘polynomial’ codifferential and co-integral
structure carried by the symmetric algebra monad Sym (2.6, 2.8), is a co-
calculus category.

In fact, R-Vec is even stronger: it is a (co)differential category with an-
tiderivatives. Before defining this notion, we first need to recall certain natu-
ral transformations associated with algebra modalities and deriving transfor-
mations.

Definition 2.12. The coderiving transformation [10] for an algebra modal-
ity (S, µ, η,m, u) is the natural transformation d◦A : SA⊗ A → SA defined
as follows:

d◦ := (1⊗ η)m

As discussed in [10], while the coderiving transformation is of the same
type as an integral transformation, in most cases it is NOT an integral trans-
formation, as clearly seen in the example below.
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Example 2.13. In R-Vec, the coderiving transformation d◦V : Sym(V ) ⊗
V → Sym(V ) is defined on generators by

d◦V ((v1 ⊗ . . .⊗ vn)⊗ w) := v1 ⊗ . . .⊗ vn ⊗ w (v1, ..., vn, w ∈ V ).

If V has a basis X , then with respect to the isomorphism Sym(V ) ∼= R[X],
the coderiving transformation d◦V : R[X]⊗ V → R[X] is given by

d◦V ((xn1
1 . . . xnkk )⊗ xi) = xn1

1 . . . xni+1
i . . . xnk .

For example, if V = R3, for the polynomial p(x, y, z) = x2y3 + xz5 + 1 we
compute that

d◦R3

(
(x2y3 + xz5 + 1)⊗ y

)
= x2y4 + xyz5 + y .

The coderiving transformation is used in the construction of the integral
transformation for a codifferential category with antiderivatives.

Definition 2.14. For a codifferential category with algebra modality
(S, µ, η,m, u) and deriving transformation d, define the following natural
transformations [10], all of type S ⇒ S:

(i) L := dd◦

(ii) K := L + S(0)

(iii) J := L + 1.

A codifferential category is said to have antiderivatives if K is a natural
isomorphism.

In [12] Ehrhard uses a slightly different definition of having antideriva-
tives, instead of asking that J be invertible. However, as shown in [10, Propo-
sition 6.1], the invertibility of K implies that of J. Moreover, if K or J is
invertible, then one can construct a co-integral category with integral trans-
formation constructed using either K−1 or J−1, and the two constructions
give the same result when both are invertible. The reason to use K over J is
that K being invertible immediately implies one has a co-calculus category.
On the other hand, while J being invertible gives a co-integral category, one
needs an added condition (known as the Taylor Property [10, Definition 5.3])
to also obtain a co-calculus category.
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Theorem 2.15. [10] A codifferential category with antiderivatives is a co-
calculus category whose integral transformation is defined by s := d◦K−1 =
(J−1 ⊗ 1)d◦.

Example 2.16. With the structure of polynomial differentiation given above,
R-Vec is a codifferential category with antiderivatives, and its integral trans-
formation is of the form given in the theorem above [10]. Indeed, in this case
one finds that KV is the identity on scalars and scalar multiplies a pure tensor
v1 ⊗ . . .⊗ vn by n:

KV (v1 ⊗ . . .⊗ vn) = n · (v1 ⊗ . . .⊗ vn)

while on the other hand JV is also the identity on scalars but instead scalar
multiplies v1 ⊗ . . .⊗ vn by n+ 1:

JV (v1 ⊗ . . .⊗ vn) = (n+ 1) · (v1 ⊗ . . .⊗ vn).

For example, if V = R3, for the polynomial p(x, y, z) = x2y3 + xz5 + 1 we
compute that

KR3(x2y3 + xz5 + 1) = 5x2y3 + 6xz5 + 1

JR3(x2y3 + xz5 + 1) = 6x2y3 + 7xz5 + 1 .

K is clearly invertible, and therefore so is J, and one can calculate that the
resulting integral transformation s := d◦K−1 = (J−1 ⊗ 1)d◦ is precisely the
one given above in Example 2.8.

Many more examples of (co)differential and (co-)integral categories can
be found in [10, §7]. Our main focus in this paper is the differential and
integral structure of arbitrary smooth functions.

3. Some fundamentals of finitary algebra

In Section 4, we shall give a construction of a particular algebra modality
S∞ on the category R-Vec of real vector spaces, such that the category of
S∞-algebras is the category of C∞-rings. The monad S∞ is finitary, and
so in the present section, we shall first review and discuss some basics on
finitary monads and Lawvere theories, which will provide the basis of our
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approach to defining S∞ and equipping it with further structure. While much
of this material is standard, we also discuss certain results that are known
among practitioners but whose statements we have not found to appear in
the literature, such as Propositions 3.5 and 3.6.

3.1 Finitary monads on locally finitely presentable categories

Let us recall that an object C of a locally small category C is finitely pre-
sentable if the functor C(C,−) : C → Set preserves filtered colimits. Here,
following [15], we use the term filtered colimit to mean the colimit of a func-
tor whose domain is not only filtered but also small3. We denote by Cf the
full subcategory of C consisting of the finitely presentable objects. Recall
that C is locally finitely presentable (l.f.p.) iff C is cocomplete and the full
subcategory Cf is small and dense (in C) [15, Corollary 7.3].

Example 3.1. R-Vec is l.f.p., and a vector space is finitely presentable if and
only if it is finite-dimensional. Therefore R-Vecf is equivalent to the category
LinR whose objects are the cartesian spaces Rn and whose morphisms are
arbitrary R-linear maps between these spaces.

A functor between l.f.p. categories is finitary if it preserves filtered col-
imits. Letting C be an l.f.p. category, a finitary monad on C is a monad on C
whose underlying endofunctor is finitary. By [15, Proposition 7.6], we have
the following well-known result, which will be of central importance to us:

Proposition 3.2. Let C and D be l.f.p. categories, and let ι : Cf ↪→ C denote
the inclusion. Then there is an equivalence of categories

[Cf,D]
Lanι

∼ 11 Fin(C,D)
ι∗qq (2)

between the category [Cf,D] of functors from Cf to D and the category
Fin(C,D) of finitary functors from C to D. The functor ι∗ is given by re-
striction along ι, and its pseudo-inverse Lanι is given by left Kan-extension
along ι. Furthermore,a functor F : C → D is finitary if and only if it is a left
Kan extension along ι, if and only if it is a left Kan extension of Fι along ι.

3Again following [15], we call a category small if it has but a (small) set of isomorphism
classes.
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In this paper, we shall be concerned with the case of Proposition 3.2
where D = C for an l.f.p. category C, in which case we have an equivalence
[Cf, C] ' Fin(C, C). As described in [16, §4], the category [Cf, C] carries a
monoidal product for which the equivalence

[Cf, C] ' Fin(C, C)

is monoidal, so that finitary monads on C may be described equivalently as
monoids in [Cf, C].

Example 3.3. Recalling that R-Vec is l.f.p. and R-Vecf ' LinR (Example
3.1), we have an equivalence

[LinR,R-Vec]
Lanι

∼ 00 Fin(R-Vec,R-Vec)
ι∗pp

(3)

given by restriction and left Kan extension along the inclusion ι : LinR ↪→
R-Vec. In §4, we will define a finitary monad on R-Vec whose corresponding
functor LinR → R-Vec sends Rn to the space C∞(Rn) of smooth, real-
valued functions on Rn.

Proposition 3.4. Let F,G : C → D be finitary functors between l.f.p. cate-
gories C andD, and suppose thatD is equipped with a functor⊗ : D×D →
D that preserves filtered colimits in each variable separately. Then the point-
wise tensor product F ⊗G = F (−)⊗G(−) : C → D is finitary.

Proof. F ⊗G is the composite C 〈F,G〉−−−→ D×D ⊗−→ D, and since F and G are
finitary and colimits inD×D are point-wise, it follows that 〈F,G〉 preserves
filtered colimits. Hence it suffices to show that ⊗ preserves filtered colimits.
Every filtered colimit inD×D is of the form lim−→〈D,E〉 = (lim−→D, lim−→E) for
functors D,E : J → D on a small, filtered category J , and our assumption
on ⊗ entails that

(lim−→D)⊗ (lim−→E) ∼= lim−→
J∈J

lim−→
K∈J

DJ ⊗ EK ∼= lim−→
J∈J

DJ ⊗ EJ ,

since the diagonal functor ∆ : J → J × J is final as J is filtered [2,
2.19].
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Given categories C and D and a functor G : D → C, we shall say that G
is strictly monadic if G has a left adjoint such that the comparison functor
D → CT is an isomorphism, where CT denotes the category of algebras of
the induced monad T on C. Supposing that C is l.f.p., let us say that G is
strictly finitary monadic if G is strictly monadic and the induced monad on
C is finitary. In the latter case, since CT is necessarily l.f.p [1, Ch. 3], it then
follows that D is l.f.p. also.

We shall require the following characterizations of categories of algebras
of finitary monads on a given l.f.p. category. Given a functor G : D → C,
we shall say that a parallel pair of morphisms f, g in D is a G-absolute pair
if the pair Gf,Gg has an absolute coequalizer in C.

Proposition 3.5. Let C and D be l.f.p. categories, and let G : D → C be a
functor. Then the following are equivalent:

1. G is strictly finitary monadic;

2. G creates small limits, filtered colimits, and coequalizers of G-abso-
lute pairs;

3. G preserves small limits and filtered colimits, and G creates coequal-
izers of G-absolute pairs.

Proof. Suppose (1). Then G creates limits [8, Proposition 4.3.1], and since
the induced monad T preserves filtered colimits it follows that G creates fil-
tered colimits [8, Proposition 4.3.2]. Hence (2) holds, by Beck’s Monadicity
Theorem [24, III.7, Thm. 1].

Since C is not only cocomplete but also complete [1, 1.28], the creation
of small limits and filtered colimits by G entails their preservation, so (2)
implies (3).

Lastly, suppose (3). Then we deduce by [1, 1.66] thatG has a left adjoint,
and we deduce by Beck’s Monadicity Theorem [24, III.7, Thm. 1] that G is
strictly monadic. But since G preserves filtered colimits and its left adjoint
F preserves arbitrary colimits, it follows that the induced monad T = GF
preserves filtered colimits, so (1) holds.
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Proposition 3.6. Let C,D, E be l.f.p. categories, and suppose that we are
given a commutative diagram of functors

E U //

H ��

D

G��
C

in which H and G are strictly finitary monadic. Then U is strictly finitary
monadic.

Proof. Let us say that a functor F preserves (resp. creates) if F preserves
(resp. creates) small limits, filtered colimits, and coequalizers of F -absolute
pairs. By Proposition 3.5, both G and H = GU preserve and create, so it
follows by a straightforward argument thatU creates. The result now follows
from 3.5.

3.2 Some basics on Lawvere theories

By definition, a Lawvere theory [18] is a small category T with a denumer-
able set of distinct objects T 0, T 1, T 2, . . . in which each object T n (n ∈ N)
is equipped with a family of morphisms (πi : T n → T )ni=1 that present T n as
an n-th power of the object T = T 1. We can and will assume that the given
morphism π1 : T 1 → T is the identity morphism.

Example 3.7. There is a Lawvere theory PolyR whose objects are the carte-
sian spaces Rn (n ∈ N) and whose morphisms p : Rn → Rm are algebraic
maps, i.e. maps p = (p1, . . . , pm) whose coordinate functions pj : Rn → R
(j = 1, . . . ,m) are polynomial functions; equivalently, we may describe the
morphisms of PolyR as m-tuples of formal polynomials in n variables.

Example 3.8. There is a Lawvere theory LinR whose objects are the same
as those of PolyR (3.7), but whose morphisms M : Rn → Rm are R-linear
maps, which we shall identify with their corresponding m× n matrices.

Given a Lawvere theory T , a T -algebra is a functor A : T → Set that
preserves finite powers (or, equivalently, preserves finite products). Every T -
algebra A has an underlying set |A| = A(T ), and for each n the set A(T n)
is an n-th power of the set |A|. Writing |A|n to denote the usual choice of
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n-th power of |A|, i.e. the set of n-tuples of elements of |A|, we say that a
T -algebra A is normal if A sends each of the given power cones (πi : T n →
T )ni=1 to the usual n-th power cone (πi : |A|n → |A|)ni=1 ([22, Definition
5.10], [23, 2.4]).
T -algebras are the objects of a category in which the morphisms are

natural transformations, and this category has an equivalent full subcategory
consisting of the normal T -algebras ([22, Theorem 5.14], [23, 2.5]).

The category of normal T -algebras is equipped with a ‘forgetful’ functor
to Set, given by evaluating at T , and this functor is strictly finitary monadic,
so the category of normal T -algebras is isomorphic4 to the category of T-
algebras for an associated finitary monad T on Set; e.g. see [23, 2.6].

Example 3.9. The category of normal PolyR-algebras for the Lawvere the-
ory PolyR in Example 3.7 is isomorphic to the category R -Alg of commuta-
tive R-algebras (e.g. by5 [23, 2.9]).

Example 3.10. The category of normal LinR-algebras for the Lawvere the-
ory LinR in 3.8 is isomorphic to the category R-Vec of R-vector spaces (e.g.
by6 [23, 2.8]).

4. The free C∞-ring modality on vector spaces

There is a Lawvere theory Smooth whose objects are the cartesian spaces Rn

(n ∈ N) and whose morphisms are arbitrary smooth maps between them. By
a C∞-ring we shall mean a normal Smooth-algebra7. Hence C∞-rings are
the objects of a category C∞-Ring, the category of normal Smooth-algebras
(§3.2).

With this definition, a C∞-ring A : Smooth → Set is uniquely deter-
mined by its underlying set X = A(R) and the mappings Φf = A(f) :

4The category of all T -algebras is merely equivalent to the category of T-algebras.
5It is well known that the category of all PolyR-algebras is (merely) equivalent to the

category of commutative R-algebras.
6It is well known that the category of all LinR-algebras is (merely) equivalent to R-Vec.
7More often, a C∞-ring is defined as an arbitrary Smooth-algebra, but with the above

definition we obtain an equivalent category, and one that is strictly finitary monadic over
Set (§3.1, 3.2) and so isomorphic (rather than just equivalent) to a variety of algebras in
Birkhoff’s sense [24, III.8].
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Xm = A(Rm) → A(R) = X associated to smooth, real-valued functions
f ∈ C∞(Rm) (m ∈ N). Hence A may be described equivalently as a pair
(X,Φ) consisting of a set X and a suitable family of mappings Φf of the
above form, called operations, satisfying certain conditions; this notation
is as in [14], where the resulting conditions on Φ are also stated explic-
itly. A morphism of C∞-rings φ : (X,Φ) → (Y,Ψ) is given by a mapping
φ : X → Y that preserves all of the operations Φf , Ψf , in the evident sense.

Note that there is a faithful inclusion

PolyR ↪→ Smooth,

where PolyR is the Lawvere theory considered in Example 3.7. This inclu-
sion functor induces a functor from the category of normal Smooth-algebras
to the category of normal PolyR-algebras, given by pre-composition. In other
words, we obtain a functor C∞-Ring → R -Alg, so that every C∞-ring car-
ries the structure of a commutative R-algebra. Moreover, since every linear
map is algebraic, and every algebraic map is smooth, we have a commutative
diagram of faithful inclusions

LinRlL

{{

� r

$$
PolyR

� � // Smooth

where LinR is the Lawvere theory considered in Example 3.8. These inclu-
sions induce a commutative diagram of functors

C∞-Ring //

U &&

R -Alg

Vyy
R-Vec

(4)

between the categories of normal algebras of these Lawvere theories, where
we identify R-Vec and R -Alg with the categories of normal LinR-algebras
and PolyR-algebras, respectively (Example 3.10, Example 3.9).

The functor U in (4) participates in a commutative diagram

C∞-Ring U //

H $$

R-Vec

G{{
Set
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in which the forgetful functors H and G are strictly finitary monadic (by
§3.2). Hence by Theorem 3.6 we deduce the following result:

Proposition 4.1. There is a strictly finitary monadic functor U : C∞-Ring→
R-Vec that sends each C∞-ring A to its underlying R-vector space (which
we denote also by A).

Definition 4.2. We denote by S∞ = (S∞, µ, η) the finitary monad on R-Vec
induced by the strictly finitary monadic functor U : C∞-Ring→ R-Vec. We
call S∞ the free C∞-ring monad on the category of real vector spaces.

Corollary 4.3. The category C∞-Ring of C∞-rings is isomorphic to the cat-
egory R-VecS

∞
of S∞-algebras for the finitary monad S∞ on R-Vec.

We may of course apply similar reasoning to the functor V : R -Alg →
R-Vec in (4), thus deducing also that V is strictly finitary monadic. The
induced monad Sym on R-Vec is described in Example 2.4. Hence we may
make the following identifications:

R -Alg = R-VecSym, C∞-Ring = R-VecS
∞
. (5)

Example 4.4. Letting n ∈ N, it is well known that the set C∞(Rn) of all
smooth, real-valued functions on Rn underlies the free C∞-ring on n gener-
ators, i.e., the free C∞-ring on the set {1, 2, ..., n} [25]. The operations

Φg : (C∞(Rn))m → C∞(Rn) (g ∈ C∞(Rm))

carried by this C∞-ring are given by

Φg(f1, ..., fm) = g ◦ 〈f1, ..., fm〉

where ◦ denotes right-to-left, non-diagrammatic composition. The projec-
tions πi ∈ C∞(Rn) (i = 1, ..., n) serve as generators, in the sense that the
mapping π(−) : {1, 2, ..., n} → C∞(Rn) given by i 7→ πi presents this C∞-
ring as free on the set {1, 2, ..., n}. Given a mapping a : {1, 2, ..., n} → A
valued in a C∞-ring (A,Ψ), the unique morphism of C∞-rings a′ : C∞(Rn)
→ A such that π(−)a

′ = a is given by a′(g) = Ψg(a(1), ..., a(n)). From this
we obtain the following:
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Proposition 4.5. The free C∞-ring on the vector space Rn (n ∈ N) is
C∞(Rn), with operations as described above. The unit morphism ηRn :
Rn → C∞(Rn) sends the standard basis vectors e1, ..., en ∈ Rn to the pro-
jection functions π1, ..., πn. Given any linear map φ : Rm → A valued in a
C∞-ring (A,Ψ), there is a unique morphism ofC∞-rings φ] : C∞(Rn)→ A
such that ηRnφ] = φ, given by

φ#(g) = Ψg(φ(e1), ..., φ(en)) (g ∈ C∞(Rn)) .

Proof. The vector space Rn is free on the set {1, 2, ..., n}, so this follows
from Example 4.4.

Remark 4.6. By applying Proposition 4.5 and choosing the left adjoint to U
suitably, we can and will assume that

S∞(Rn) = C∞(Rn) .

Accordingly, we will denote the restriction of S∞ along the inclusion ι :
LinR ↪→ R-Vec by

C∞ = S∞ι : LinR −→ R-Vec .

Hence, since S∞ is finitary, we deduce by Proposition 3.2 and Example 3.3
that S∞ is a left Kan extension of C∞ : LinR → R-Vec along ι. Symboli-
cally,

S∞ = LanιC∞ .

Hence
S∞(V ) ∼= lim−→

(Rn,φ) ∈ LinR /V

C∞(Rn)

naturally in V ∈ R-Vec, where LinR /V denotes the comma category whose
objects are pairs (Rn, φ) consisting of an object Rn of LinR and a morphism
φ : Rn → V in R-Vec. Equivalently, the maps

S∞(φ) : S∞(Rn) = C∞(Rn) −→ S∞(V ) , (Rn, φ) ∈ LinR /V ,

present S∞(V ) as a colimit of the composite functor LinR /V
π−→ LinR

C∞−−→
R-Vec (where π is the forgetful functor).
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Proposition 4.7. The functor C∞ sends each R-linear map h : Rn → Rm

to the map C∞(h) : C∞(Rn) → C∞(Rm) that sends each g ∈ C∞(Rn) to
the composite

Rm h∗−→ Rn g−→ R
where h∗ denotes the transpose (or adjoint) of h.

Proof. By definition C∞ sends h to the unique C∞-ring morphism C∞(h) :
C∞(Rn) → C∞(Rm) such that ηRnC∞(h) = hηRm . Hence, in view of
Proposition 4.5 and Example 4.4 we deduce that C∞(h) = (hηRm)# sends
each g ∈ C∞(Rn) to

C∞(h)(g) = (hηRm)#(g)

= Φg(η(h(e1)), ..., η(h(en)))

= g ◦ 〈η(h(e1)), ..., η(h(en))〉 .

Letting (hij) be the matrix representation of h, we know that for each j =
1, ..., n,

h(ej) =
m∑
i=1

hije
′
i

where e′1, ..., e
′
m are the standard basis vectors for Rm, so by linearity

η(h(ej)) =
m∑
i=1

hijπi = πj ◦ h∗.

Hence C∞(h)(g) = g ◦ 〈π1 ◦ h∗, ..., πn ◦ h∗〉 = g ◦ h∗.

We now employ a characterization of algebra modalities in [7] to show
that S∞ carries the structure of an algebra modality (Definition 2.3). Given a
symmetric monoidal category C, we shall denote by CMon(C) the category
of commutative monoids in C. If the forgetful functor CMon(C) → C has a
left adjoint, then we denote the induced monad on C by by Sym and call it
the symmetric algebra monad, generalizing Example 2.4, and we say that
the symmetric algebra monad exists.

Proposition 4.8. Let C be a symmetric monoidal category C with reflexive
coequalizers that are preserved by ⊗ in each variable, and assume that the
symmetric algebra monad Sym on C exists. The following are in bijective
correspondence:
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(1) algebra modalities (S,m, u) on C;

(2) pairs (S, λ) consisting of a monad S on C and a monad morphism
λ : Sym→ S;

(3) pairs (S,M) consisting of a monad S on C and a functor M : CS →
CMon(C) that commutes with the forgetful functors valued in C.

Proof. We briefly sketch the correspondences; the verifications are straight-
forward, and the existence of a bijection between (1) and (2) is asserted in
[7, Proposition 4.2], although with unnecessary blanket assumptions of ad-
ditivity and finite biproducts.

Given (S,m, u) as in (1), with S = (S, µ, η), the associated monad mor-
phism λ is obtained by defining λC : Sym(C) → SC as the unique monoid
morphism such that ηSymC λC = ηC , where ηSym : 1⇒ Sym is the unit.

Given a monad S on C, [2, Proposition A.26] yields a bijection between
monad morphisms λ : Sym→ S and functors M : CS → CSym that commute
with the forgetful functors to C. But the above hypotheses entail that the
forgetful functor V : CMon(C) → C is a right adjoint and creates reflexive
coequalizers, so by the well-known Crude Monadicity Theorem (in the form
given in [21, Theorem 2.3.3.8]) we deduce that V is strictly monadic. Hence
CMon(C) ∼= CSym and the bijection between (2) and (3) is obtained.

Any functor M as in (3) endows each free S-algebra SC with the struc-
ture of a commutative monoid in C, which we may write as (SC,mC , uC),
and we thus obtain an algebra modality (S,m, u).

Corollary 4.9. The free C∞-ring monad S∞ on R-Vec carries the structure
of an algebra modality (S∞,m, u).

Proof. CMon(R-Vec) = R -Alg, so this follows from Proposition 4.8 in
view of (4).

Remark 4.10. We call the algebra modality (S∞,m, u) the free C∞-ring
modality. For each real vector space V , (S∞(V ),mV , uV ) is the R-algebra
underlying the free C∞-ring on V . In view of the proof of Proposition 4.8,
the corresponding monad morphism λ : Sym→ S∞ consists of mappings

λV : Sym(V ) −→ S∞(V ) (V ∈ R-Vec)
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each characterized as the unique R-algebra homomorphism with ηSymC λC =
ηC , where ηSym : 1 ⇒ Sym and η : 1 ⇒ S∞ denote the units. In the case
where V = Rn, we may identify Sym(Rn) with the polynomial R-algebra
R[x1, . . . , xn], and λRn is simply the inclusion

λRn : Sym(Rn) = R[x1, . . . , xn] ↪→ C∞(Rn) .

Indeed, the latter is an R-algebra homomorphism that sends the generators
xi to the generators πi (i = 1, ..., n).

5. Differential structure

Our goal in this section is to give codifferential structure for the free C∞-
ring modality S∞ (Corollary 4.9). Note that this was also done in the original
differential categories paper [5, §3], but for reasons explained in Section 1
we will instead employ a different approach: we will exploit the fact that S∞

is a finitary monad, in order to obtain its differential structure by left Kan-
extension from structure on the finite-dimensional spaces, which we will
describe explicitly. This new approach will later enable us to also endow S∞

with integral structure in Section 6. Moreover, we believe that it is helpful
to have multiple viewpoints on this key example.

To demonstrate codifferential structure for S∞, we will use the following
theorem from [7]:

Theorem 5.1. [7, 6.1] Suppose that C is an additive symmetric monoidal
category with reflexive coequalizers that are preserved by the tensor product
in each variable, and suppose that the symmetric algebra monad Sym on C
exists. Then to equip C with the structure of a codifferential category (in the
sense of [5]) is, equivalently, to equip C with the following three structures:

• a monad S = (S, η, µ),

• a monad morphism λ : Sym→ S, and

• a natural transformation d : SC → SC ⊗ C (C ∈ C)

such that
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(a) for each object C of C,

Sym(C)
λC //

dSymC
��

S(C)

dC
��

Sym(C)⊗ V
λC⊗1

// S(C)⊗ C

commutes, where dSym is the canonical deriving transformation on Sym;

(b) the chain rule axiom of Definition 2.5 holds for d.

It is important to note that this theorem gives codifferential structure in
the original sense [5], not in the sense used in [10]. In particular, the above
theorem gives codifferential structure satisfying the first four axioms of Def-
inition 2.5, but not necessarily the last axiom (interchange). Hence, we will
use the following corollary of this result:

Corollary 5.2. To give a codifferential structure in the sense used in [10] is
equivalently to give structure as in Theorem 5.1 such that the transformation
d also satisfies the interchange axiom [d.5]: d(d⊗ 1) = d(d⊗ 1)(1⊗ σ).

In 4.10 we have already equipped S∞ with a monad morphism λ : Sym→
S∞. We will define the deriving transformation first for the finitely pre-
sentable objects, i.e., the finite-dimensional vector spaces Rn, and then we
will use Proposition 3.2 and Example 3.3 both to extend this definition to
arbitrary vector spaces and to facilitate the checking of the required axioms
for a deriving transformation.

Definition 5.3. For each n ∈ N, define d[Rn : C∞(Rn)→ C∞(Rn)⊗ Rn by

d[Rn(f) :=
n∑
i=1

∂f

∂xi
⊗ ei

where ei denotes the i-th standard basis vector for Rn.

Example 5.4. Consider the smooth function f(x, y, z) = sin(x)y2+x2z4+2,
so that f ∈ C∞(R3). We compute that

d[Rn(f) =
(
cos(x)y2 + 2xz4

)
⊗ e1 + 2 sin(x)y ⊗ e2 + 4x2z3 ⊗ e3
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Remark 5.5. Note that C∞(Rn) ⊗ Rn ∼= (C∞(Rn))n is a free, finitely-
generated C∞(Rn)-module of rank n and hence may be identified with the
C∞(Rn)-module of smooth 1-forms on Rn, whereupon the basis elements
1 ⊗ ei of this free module C∞(Rn) ⊗ Rn are identified with the basic 1-
forms dxi (i = 1, ..., n) on Rn (noting that then d[Rn(xi) = dxi if one writes
xi : Rn → R for the i-th projection).

In particular, each element ω ∈ C∞(Rn)⊗Rn can be expressed uniquely
as

ω =
n∑
i=1

fi ⊗ ei =
n∑
i=1

fidxi

for smooth functions fi : Rn → R. Since (C∞(Rn))n ∼= C∞(Rn,Rn),
each such 1-form ω ∈ C∞(Rn) ⊗ Rn corresponds to a smooth vector field
F = 〈f1, ..., fn〉 : Rn → Rn on Rn.

Given f ∈ C∞(Rn), the 1-form d[Rn(f) defined in Definition 5.3 is the
usual differential of f (also known as the exterior derivative of the 0-form
f ), whose corresponding vector field is the gradient of f

∇f =

〈
∂f

∂x1

, ...,
∂f

∂xn

〉
: Rn −→ Rn.

Lemma 5.6. The maps d[Rn in Definition 5.3 constitute a natural transfor-
mation

d[ : C∞(−) =⇒ C∞(−)⊗ (−) : LinR −→ R-Vec .

Proof. For this, we need to show that for any linear map h : Rn → Rm,

C∞(Rn)
d[Rn //

C∞(h)
��

C∞(Rn)⊗ Rn

C∞(h)⊗h
��

C∞(Rm)
d[Rm

// C∞(Rm)⊗ Rm

commutes. Let (hij) be the matrix representation of h, let h∗ denote the
adjoint (or transpose) of h, and let (ei)

m
i=1 and (ej)

n
j=1 denote the standard

bases of Rm and Rn, respectively. Then for f ∈ C∞(Rn),

d[Rm(C∞(h)(f))
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= d[Rm(f ◦ h∗) (by Proposition 4.7)

=
m∑
i=1

∂(f ◦ h∗)
∂xi

⊗ ei

=
m∑
i=1

[
n∑
j=1

(
∂f

∂xj
◦ h∗

)
∂h∗j
∂xi

]
⊗ ei (by the chain rule)

=
m∑
i=1

[
n∑
j=1

(
∂f

∂xj
◦ h∗

)
hij

]
⊗ ei (by the matrix representation of h∗)

=
n∑
j=1

(
∂f

∂xj
◦ h∗

)
⊗

(
m∑
i=1

hijei

)
(by bilinearity of ⊗)

=
n∑
j=1

(
∂f

∂xj
◦ h∗

)
⊗ h(ej) (by the matrix representation of h)

= (C∞(h)⊗ h)

(
n∑
j=1

∂f

∂xj
⊗ ej

)
= (C∞(h)⊗ h)

(
d[Rn(f)

)
as required.

Lemma 5.7.

1. The functor S∞(−)⊗ (−) : R-Vec→ R-Vec is finitary.

2. The restriction of S∞(−)⊗ (−) to LinR is precisely C∞(−)⊗ (−).

3. S∞(−)⊗(−) is a left Kan extension ofC∞(−)⊗(−) : LinR → R-Vec
along the inclusion ι : LinR ↪→ R-Vec.

Proof. (2) follows from the fact that the restriction S∞ι of S∞ to LinR is
precisely C∞ (by Remark 4.6). Since S∞ and 1R-Vec are finitary, we deduce
by Proposition 3.4 that (1) holds, and (3) then follows, by Example 3.3 and
Proposition 3.2.

Definition 5.8. Using Lemma 5.7, we define

d : S∞(−) =⇒ S∞(−)⊗ (−) : R-Vec→ R-Vec
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to be the natural transformation

d = Lanι(d[) : Lanι(C∞) =⇒ Lanι(C∞(−)⊗ (−))

corresponding to d[ under the equivalence

Lanι : [LinR,R-Vec]→ Fin(R-Vec,R-Vec)

of Example 3.3 and Proposition 3.2. In view of Lemma 5.7.(2), we note that
ι∗(d) = d[ in the notation of Example 3.3, i.e.,

dRn = d[Rn (n ∈ N).

Lemma 5.9. d satisfies (a) of Theorem 5.1 for the objects C = Rn (n ∈ N);
that is,

R[x1 . . . xn]
λRn //

dSymRn
��

C∞(Rn)

dRn
��

R[x1 . . . xn]⊗ Rn
λRn⊗1

// C∞(Rn)⊗ Rn

(6)

commutes.

Proof. This is immediate since by 4.10, λRn is the inclusion, and when the
formula for dRn = d[Rn is applied to a polynomial, we recover the formula
for dSymRn (see Example 2.6).

Corollary 5.10. d satisfies (a) of Theorem 5.1.

Proof. 5.1.(a) requires that

λd = dSym(λ⊗ 1) : Sym =⇒ S∞(−)⊗ (−) : R-Vec −→ R-Vec .

The components at Rn of these two natural transformations λd and dSym(λ⊗
1) are precisely the two composites in (6), so since Sym and S∞(−)⊗(−) are
finitary functors and ι∗ : Fin(R-Vec,R-Vec) → [LinR,R-Vec] is an equiva-
lence (Example 3.3), the result follows.

Lemma 5.11. d satisfies the chain rule for the objects Rn; that is, the fol-
lowing diagram commutes:

S∞(C∞(Rn))
µ //

d
��

C∞(Rn)

d
��

S∞(C∞(Rn))⊗ C∞(Rn)
µ⊗d
// C∞(Rn)⊗ C∞(Rn)⊗ Rn

m⊗1
// C∞(Rn)⊗ Rn
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Proof. By 4.6, we know that the maps

S∞(φ) : S∞(Rm) = C∞(Rm) −→ S∞(C∞(Rn))

for (Rm, φ) ∈ LinR /C
∞(Rn), present S∞(C∞(Rn)) as a colimit in R-Vec.

Hence, to check the commutativity of the diagram above, it suffices to let
φ : Rm → C∞(Rn) be a linear map and check that the diagram commutes
when pre-composed by the map S∞(φ). So, we will first consider the upper-
right composite:

C∞(Rm)
S∞(φ) // S∞(C∞(Rn))

µ // C∞(Rn) d // C∞(Rn)⊗ Rn (7)

Since C∞(Rm) = S∞(Rm) is the free S∞-algebra on the vector space Rm,
we deduce by generalities on Eilenberg-Moore categories that the compos-
ite S∞(φ)µ of the first two morphisms in (7) is the unique S∞-algebra ho-
momorphism φ# : C∞(Rm) → C∞(Rn) such that ηφ# = φ. Hence, by
Proposition 4.5 and Example 4.4 we deduce that φ# = S∞(φ)µ is given by

φ#(g) = Φg(φ(e1), ..., φ(em)) = g ◦ 〈φ(e1), ..., φ(em)〉 (g ∈ C∞(Rm)) .

Hence, letting αi = φ(ei) for each i = 1, ...,m and letting α = 〈α1, ..., αm〉 :
Rn → Rm, we know that φ#(g) = g ◦ α. Therefore

(S∞(φ)µd)(g) = (φ#d)(g) = d(g ◦ α) =
n∑
i=1

∂(g ◦ α)

∂xi
⊗ ei (†).

We now calculate the lower-left composite when pre-composed by the
map S∞(φ). By the naturality of d, S∞(φ)d = d(S∞(φ) ⊗ φ). Also, φ# =
S∞(φ)µ, so we are considering the composite

(d)(φ# ⊗ φ)(1⊗ d)(m⊗ 1) : C∞(Rm)→ C∞(Rn)⊗ Rn.

We now calculate the result of applying this composite to each g ∈ C∞(Rm).

• Applying d to g gives
m∑
j=1

∂g

∂xj
⊗ ej.
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• As above, φ#(g) = g ◦ α, so applying φ# ⊗ φ to this gives

m∑
j=1

(
∂g

∂xj
◦ α
)
⊗ αj.

• Applying 1⊗ d to this gives

m∑
j=1

(
∂g

∂xj
◦ α
)
⊗

n∑
i=1

∂αj
∂xi
⊗ ei =

m∑
j=1

n∑
i=1

(
∂g

∂xj
◦ α
)
⊗ ∂αj
∂xi
⊗ ei

• And then applying m⊗ 1 gives

m∑
j=1

n∑
i=1

(
∂g

∂xj
◦ α
)
∂αj
∂xi
⊗ ei =

n∑
i=1

[
m∑
j=1

(
∂g

∂xj
◦ α
)
∂αj
∂xi

]
⊗ ei

However, by the ordinary chain rule for smooth functions, this last expres-
sion equals †, as required.

Corollary 5.12. d satisfies the chain rule ([d.4] in Definition 2.5).

Proof. This follows from Lemma 5.11 by an argument as in Corollary 5.10,
using Example 3.3, since the chain rule is the equality of a parallel pair
of natural transformations S∞(S∞(−)) ⇒ S∞(−) ⊗ (−) between finitary
endofunctors on R-Vec.

Lemma 5.13. d satisfies the interchange rule for the objects Rn; that is, the
following diagram commutes:

C∞(Rn) d //

d
��

C∞(Rn)⊗ Rn

d⊗1
��

C∞(Rn)⊗ Rn
d⊗1
// C∞(Rn)⊗ Rn ⊗ Rn

1⊗σ
// C∞(Rn)⊗ Rn ⊗ Rn

Proof. Given some f ∈ C∞(Rn), by definition,

dRn(f) =
n∑
i=1

∂f

∂xi
⊗ ei .
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Then applying d⊗ 1 to this, we get

n∑
i=1

n∑
j=1

∂2f

∂xj∂xi
⊗ ej ⊗ ei, (†)

and applying 1⊗ σ to this gives

n∑
i=1

n∑
j=1

∂2f

∂xj∂xi
⊗ ei ⊗ ej =

n∑
i=1

n∑
j=1

∂2f

∂xi∂xj
⊗ ej ⊗ ei.

But this is equal to †, by the symmetry of mixed partial derivatives.

Corollary 5.14. d satisfies the interchange rule ([d.5] in Definition 2.5).

Proof. By an argument as in Lemma 5.7 , S∞(−) ⊗ (−) ⊗ (−) is a fini-
tary endofunctor on R-Vec whose restriction to LinR is precisely C∞(−) ⊗
(−)⊗ (−). The result now follows from Lemma 5.13 by an argument as in
Corollaries 5.10 and 5.12.

Theorem 5.15. R-Vec has the structure of a codifferential category when
equipped with the free C∞-ring monad S∞.

Proof. In view of Corollary 5.2, this follows from Remark 4.10, Definition
5.8, and Corollaries 5.10, 5.12, and 5.14.

Remark 5.16. Recall that an algebra modality is said to have the storage or
Seely isomorphisms [6, §3] if certain canonical morphisms S(X)⊗S(Y )→
S(X × Y ) and k → S(1) are isomorphisms; see [4, Definition 7.1], where
the dual notion is defined. The algebra modality considered here does not
have this property, as even for X = Y = R the canonical map C∞(R) ⊗
C∞(R) → C∞(R × R) = C∞(R2) is not surjective, as its image does
not contain8 the function exy. As noted in the introduction, this is then a
crucial example of a (co)differential category that does not have the Seely
isomorphisms.

The fact that the canonical map C∞(Rn)⊗ C∞(Rm)→ C∞(Rn × Rm)
is not an isomorphism can be remedied by equipping each space C∞(Rk)
with the topology of uniform convergence of all higher partial derivatives on

8Example from math.stackexchange.com page #2244402.
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compact sets [28, §1] and considering a completed topological tensor prod-
uct. Equipping C∞(Rn)⊗C∞(Rm) with a suitable topology [28, §2], it can
be shown that the completion C∞(Rn) ⊗̂ C∞(Rm) of the latter topological
tensor product is isomorphic to C∞(Rn × Rm) [28, Proposition 12].

5.1 S∞-Derivations

The algebraic notion of a derivation provides a useful way to bring tech-
niques of differential calculus to abstract algebra. If k is a commutative ring
andA is a commutative k-algebra, then a k-derivation onA is a k-linear map
∂ : A→M from A into a (left) A-module M , such that the Leibniz rule

∂(fg) = f∂(g) + g∂(f) (8)

holds for all f, g ∈ A. One can straightforwardly generalize the concept
of a derivation to the setting of additive symmetric monoidal categories, as
was done in [3]. However, it was subsequently realized by Blute, Lucyshyn-
Wright, and O’Neill that a different generalization of derivations was re-
quired in the setting of codifferential categories, namely the notion of S-
derivation [7], which is defined relative to the given differential structure.
On the other hand, a different kind of generalization of derivations based
on Lawvere theories had been introduced earlier by Dubuc and Kock [11],
namely the notion of T-derivation relative to a given Fermat theory T. Pre-
viously, it was not clear how these two notions are related.

Our goal in this section is to show a precise sense in which they are re-
lated: we prove (Theorem 5.25) that the S∞-derivations for the codifferential
category given by the free C∞-ring modality correspond precisely to deriva-
tions relative to the Fermat theory of smooth functions. This thus demon-
strates the importance of the general notion of S-derivation defined in [7],
and provides a key link between differential categories and previous work in
categorical differential geometry.

We begin by recalling the notion of S-derivation for a codifferential cat-
egory. For an algebra modality (S,m, u) on a symmetric monoidal category,
every S-algebra comes equipped with a commutative monoid structure [7,
Theorem 2.12]. Indeed, if (A, ν) is an S-algebra for the monad S = (S, µ, η)
(where we recall that ν : S(A) → A is a morphism satisfying certain equa-
tions involving η and µ), we define a commutative monoid structure on A

- 149 -



G.C, J-S.P.L, R.L-W INT. & DIFF. STRUCT. ON C∞-RING MOD.

with multiplication mν : A ⊗ A → A and unit uν : k → A defined respec-
tively as follows:

mν := (ηA ⊗ ηA)mAν uν := uAν

Notice that for free S-algebras (S(C), µC), mµC = mC and uµC = uC . We
may now also consider modules over an S-algebra (A, ν), or rather modules
over the commutative monoid (A,mν , uν), which we recall are pairs (M,α)
consisting of an object M and a morphism α : A ⊗M → M satisfying the
standard coherences.

Example 5.17. In R-Vec, a Sym-algebra is precisely a commutative R-
algebra by (5). Given a commutative R-algebra A, its associated Sym-
algebra structure ν : Sym(A)→ A is defined on generators by multiplication
in A:

ν(a1 ⊗ a2 ⊗ . . .⊗ an) = a1a2 . . . an

Conversely, given a Sym-algebra ν : Sym(A) → A, the above construc-
tion equips A with the structure of a commutative monoid in the symmetric
monoidal category R-Vec, i.e., a commutative R-algebra.

Example 5.18. In R-Vec, as explained in Section 4, an S∞-algebra is pre-
cisely a C∞-ring. The above construction equips each C∞-ring with its un-
derlying commutative R-algebra structure, mentioned in Section 4.

Definition 5.19. Let C be a codifferential category with algebra modality
(S,m, u) and deriving transformation d. Given an S-algebra (A, ν) and an
(A,mν , uν)-module (M,α), an S-derivation [7, Definition 4.12] is a mor-
phism ∂ : A→M such that the following diagram commutes:

S(A)

dA
��

ν // A

∂

��
S(A)⊗ A

ν⊗∂
// A⊗M α

//M

The canonical example of an S-derivation is the deriving transformation
[7, Theorem 4.13]. Indeed for each object C, dC is an S-derivation on the S-
algebra (S(C), µC) valued in the module (S(C)⊗C,mC⊗1C). S-derivations
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are the appropriate generalization of the classical notion of derivation, as
every S-derivation is a derivation in the classical sense. The key difference
is that classical derivations are axiomatized by the Leibniz rule, while S-
derivations are axiomatized by the chain rule.

Example 5.20. By [7, Remark 5.8], Sym-derivations in R-Vec correspond
precisely to R-derivations in the classical sense recalled above at (8). As ex-
plained above, for every vector space V , the deriving transformation dV :
Sym(V ) → Sym(V ) ⊗ V is a Sym-derivation, and therefore also an R-
derivation.

But what do S∞-derivations correspond to? For this, we turn to Dubuc
and Kock’s generalized notion of derivation for Fermat theories. While we
will not review Fermat theories in general (we invite the curious reader to
learn about them in [11]), we will instead consider Dubuc and Kock’s gen-
eralized derivations for the Fermat theory of smooth functions, which are
explicitly described by Joyce in [14].

Definition 5.21. Given a C∞-ring (A,Φ) and anA-moduleM (that is, M is
a module over the underlying ring structure of A), a C∞-derivation [11, 14]
is a map D : A → M such that for each smooth function f : Rn → R, the
following equality holds:

D (Φf (a1, . . . , an)) =
n∑
i=1

Φ ∂f
∂xi

(a1, . . . , an) · D(ai)

for all a1, . . . , an ∈ A (and where · is the A-module action).

Example 5.22. Consider the C∞-ring C∞(R). The polynomial ring R[x]
can be made into a C∞(R)-module with respect to the action

f · p = f(0)p

for f ∈ C∞(R) and p ∈ R[x]. Then the map D : C∞(R)→ R[x] defined as

D[f ] = f ′(0)

is aC∞-derivation since for all smooth functions g : Rn → R and f1, ..., fn∈
C∞(R) we can use Example 4.4 to compute that

D(Φg(f1, ..., fn)) = D(g ◦ 〈f1, . . . , fn〉) =
n∑
i=1

∂g

∂xi
(f1(0), . . . , fn(0))f ′i(0) .
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To see why C∞-derivations are precisely the same thing as S∞-deriva-
tions, we will first take a look at equivalent definitions for each of these gen-
eralized derivations. In the presence of biproducts, arbitrary S-derivations in
a codifferential category can equivalently be described as certain S-algebra
morphisms [7, Definition 4.7]. This generalizes a well-known result on
derivations in commutative algebra.

Theorem 5.23. [7, Theorem 4.1, Proposition 4.11] Let C be a codifferential
category with algebra modality (S,m, u) and deriving transformation d. Let
(A, ν) be an S-algebra and (M,α) an (A,mν , uν)-module, and suppose that
C has finite biproducts ⊕. Then the pair (A ⊕M,β) is an S-algebra where
β : S(A⊕M)→ A⊕M is defined as

β := 〈S(π1)ν, dA⊕M(S(π1)⊗ π2)(ν ⊗ 1)α〉

where π1 : A ⊕ M → A and π2 : A ⊕ M → M are the projections.
Furthermore, a morphism ∂ : A → M is an S-derivation if and only if
〈1A, ∂〉 : (A, ν)→ (A⊕M,β) is an S-algebra morphism.

More general statements regarding the equivalence between S-deriva-
tions and S-algebra morphisms can be found in [7]. In the case of the free
C∞-ring monad, S∞-algebra morphisms correspond precisely to C∞-ring
morphisms. Therefore to give an S∞-derivation ∂ : A → M amounts to
giving a C∞-ring morphism 〈1A, ∂〉 : A→ A⊕M , whereA⊕M carries the
C∞-ring structure corresponding to the S∞-algebra structure β in Theorem
5.23. This is similar to a result for algebras of Fermat theories that had
been given earlier by Kock and Dubuc, stated here for C∞-rings and C∞-
derivations:

Theorem 5.24. [11, Proposition 2.2] Let (A,Φ) be a C∞-ring and M an
A-module. Then (A ⊕M, Φ̃) is a C∞-ring where for each smooth function
f : Rn → R, Φ̃f : (A⊕M)n → A⊕M is defined as follows:

Φ̃f ((a1,m1), . . . , (an,mn))=

(
Φf (a1, . . . , an),

n∑
i=1

Φ ∂f
∂xi

(a1, . . . , an) ·mi

)
for all a1, . . . , an ∈ A (and where · is the A-module action). Furthermore,
a map D : A → M is a C∞-derivation if and only if 〈1A,D〉 : (A,Φ) →
(A⊕M, Φ̃) is a C∞-ring morphism.
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We note that [11, Proposition 2.2] is in fact a more general statement than
what is stated in Theorem 5.24. It is not difficult to see that the C∞-ring
(A ⊕ M, Φ̃) from Theorem 5.24 corresponds precisely to the S∞-algebra
(A⊕M,β) from Theorem 5.23. Therefore since S∞-algebra morphisms are
equivalently described asC∞-ring morphisms, it follows that S∞-derivations
are equivalently described as C∞-derivations:

Theorem 5.25. For the codifferential category structure on R-Vec induced
by the free C∞-ring monad S∞, the following are in bijective correspon-
dence:

(i) S∞-derivations (Definition 5.19);

(ii) C∞-derivations (Definition 5.21).

An immediate consequence of this theorem is that universal S∞-deriva-
tions correspond to universal C∞-derivations. For arbitrary codifferential
categories, universal S-derivations ∂ : A → ΩA [7, Definition 4.14] are
generalizations of Kähler differentials, where in particular, ΩA is the gen-
eralization of the classical module of Kähler differentials of a commutative
algebra. Similarly, universal derivations of Fermat theories [11, Theorem
2.3] provide a simultaneous generalization of both Kähler differentials and
smooth 1-forms. Indeed, it is well known that for a smooth manifold M ,
the module of Kähler differentials (in the classical sense) of C∞(M) is not,
in general, the module of smooth 1-forms of M . We can explain this phe-
nomenon in the following way: the module of Kähler differentials is the uni-
versal Sym-derivation, and not the universal C∞-derivation. For C∞(M),
the universal C∞-derivation (equivalently, the universal S∞-derivation) is in
fact the module of smooth 1-forms ofM [11]. Looking back at arbitrary cod-
ifferential categories, this justifies the use of the more general S-derivations
to study de Rham cohomology of S-algebras [26].

5.2 A quasi-codereliction

In a codifferential category where S(C) admits a natural bialgebra struc-
ture, the differential structure can equivalently be axiomatized by a codere-
liction [4, 5], which is in particular an S-derivation. We will see that al-
though S∞ does not have this structure, it is still possible to construct a sort
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of ‘quasi-codereliction’ that satisfies identities that are similar to the axioms
of a codereliction.

Definition 5.26. An algebra modality (S, µ, η,m, u) on an additive symmet-
ric monoidal category (C,⊗, k, σ) is said to be an additive bialgebra modal-
ity [4] if it comes equipped with a natural transformation ∆ with components
∆C : S(C) → S(C) ⊗ S(C) and a natural transformation e with compo-
nents eC : S(C)→ k, such that

• for each C in C, (SC,mC , uC ,∆C , eC) is a commutative and cocom-
mutative bimonoid (in the symmetric monoidal category C);

• the following equations are satisfied:

η∆ = (u⊗ η) + (η ⊗ u), ηe = 0;

• for each pair of morphisms f : A→ B and g : A→ B, the following
equality holds:

S(f + g) = ∆A (S(f)⊗ S(g))mB;

• for each zero morphism 0 : A→ B, the following equality holds:

S(0) = eAuB.

Definition 5.27. A codereliction [4, 5] for an additive bialgebra modality is
a natural transformation ε : S → 1C such that:

[dc.1] Constant rule: uε = 0;

[dc.2] Leibniz/product rule: mε = (e⊗ ε) + (ε⊗ e);

[dc.3] Derivative of a linear function: ηε = 1;

[dc.4] Chain rule: µ∆(1⊗ ε) = ∆(µ⊗ ε)(1⊗∆)(m⊗ ε).

The intuition for coderelictions is best understood as evaluating deriva-
tives at zero. For additive bialgebra modalities, there is a bijective corre-
spondence between deriving transformations and coderelictions [4]. Indeed,
every codereliction induces a deriving transformation, defined by

d := ∆(1⊗ ε) ,
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and, conversely, every deriving transformation induces a codereliction:

ε := d(e⊗ 1) . (9)

Therefore, note that the codereliction chain rule [dc.4] is then precisely the
deriving transformation chain rule [d.4]. Post-composing both sides of the
chain rule with (e ⊗ 1), one obtains the following identity (called the alter-
native chain rule in [4])

µε = ∆(µ⊗ ε)(e⊗ ε) ,

which we can rewrite equivalently as

µε = d(µ⊗ ε)(e⊗ 1) . (10)

We illustrate this equation (10) in terms of smooth functions in Example 5.31
below. Now since S(C) is a bialgebra, the morphism eC⊗1A : S(C)⊗A→
A is a (S(C),m, u)-module action for every object A. Therefore, we obtain
the following observation:

Lemma 5.28. For every object C, εC : S(C)→ C is an S-derivation on the
free S-algebra (S(C), µC) valued in the (S(C),mC , uC)-module (C, eC ⊗
1C).

In the presence of biproducts, additive bialgebra modalities are equiv-
alently described as algebra modalities that have the Seely isomorphisms.
Indeed, one can construct the Seely isomorphism from the bialgebra struc-
ture and vice-versa; see [4, §7] for these constructions. Therefore, the al-
gebra modality S∞ is not an additive bialgebra modality since it does not
have the Seely isomorphisms, as mentioned in Remark 5.16. Specifically,
what is missing from the additive bialgebra modality structure is the natural
comultiplication ∆ : S∞(−) =⇒ S∞(−) ⊗ S∞(−). Indeed, if S∞ was an
additive bialgebra modality, then by [4, §7] the vector spacesC∞(Rn) would
be bialgebras and the following composite

C∞(Rn)⊗ C∞(Rm)
C∞(ι1)⊗C∞(ι2) //

C∞(Rn ⊕ Rm)⊗ C∞(Rn ⊕ Rm) m // C∞(Rn ⊕ Rm)
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is an inverse of the following composite:

C∞(Rn ⊕ Rm) ∆ // C∞(Rn ⊕ Rm)⊗ C∞(Rn ⊕ Rm)

C∞(π1)⊗C∞(π2) // C∞(Rn)⊗ C∞(Rm)

where πj and ιj are the projection and injection maps of the biproduct re-
spectively. Then the canonical map C∞(Rn)⊗ C∞(Rm)→ C∞(Rn ⊕ Rm)
would be an isomorphism, which is the not the case, as discussed in Remark
5.16.

On the other hand to construct a codereliction from a deriving transfor-
mation as in (9), one only needs to have a counit, which S∞ does have.
Indeed, define the natural transformation e[ : C∞ ⇒ R by declaring that
for each finite-dimensional vector space Rn, the map e[Rn : C∞(Rn)→ R is
given by evaluation at zero:

e[Rn(f) = f(~0) .

One can check that e[Rn is also a C∞-ring morphism.
Define e : S∞ ⇒ R as the image of e[ under the equivalence of Example

3.3, i.e., e = Lanι(e[) (recalling that S∞ = Lanι(C∞) and noting that the
constant functor R : R-Vec → R-Vec is finitary and is a left Kan extension,
along ι, of the constant functor R : LinR → R-Vec). We then define the nat-
ural transformation ε : S∞ ⇒ 1R-Vec in the same manner that a codereliction
was defined in (9). Explicitly, ε is defined component-wise as follows:

εV := S∞(V )
dV // S∞(V )⊗ V eV ⊗1V // V

In particular, εRn : C∞(Rn) → Rn is the linear map that evaluates the
derivative at zero:

εRn(f) =
n∑
i=1

e[Rn

(
∂f

∂xi

)
⊗ ei =

n∑
i=1

∂f

∂xi
(~0)ei =

(
∂f

∂x1

(~0), . . . ,
∂f

∂xn
(~0)

)
,

where the pure tensors in the second expression are taken in R⊗ Rn = Rn,
and ei ∈ Rn denotes the i-th standard basis vector.

Example 5.29. For the smooth function f(x, y, z) = 3 sin(x)+y2z2+4z+1,
we compute that

εR3(3 sin(x) + y2z2 + 4z + 1) = (3, 0, 4) .
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Now note that the first three codereliction axioms [dc.1], [dc.2], and
[dc.3] involve the algebra modality structure and the counit e, but not the
comultiplication. As a consequence of the deriving transformation axioms,
it follows that ε satisfies [dc.1], [dc.2], and [dc.3]. The remaining axiom,
the codereliction chain rule [dc.4], involves the comultiplication, which we
cannot express with S∞. However by construction, ε satisfies the alternative
chain rule (10), which in a sense replaces [dc.4], and requires precisely that
ε be an S∞-derivation. This makes ε a sort of quasi-codereliction for S∞.
We summarize this result as follows:

Proposition 5.30. The natural transformation ε : S∞ ⇒ 1R-Vec satisfies the
following equalities:

[dqc.1] uε = 0;

[dqc.2] mε = (e⊗ ε) + (ε⊗ e);

[dqc.3] ηε = 1;

[dqc.4] µε = d(µ⊗ ε)(e⊗ 1).

In particular, for every R-vector space V , εV : S∞(V ) → V is an S∞-
derivation (or equivalently a C∞-derivation) on the free S∞-algebra
(S∞(V ), µ), valued in the (S∞(V ),mV , uV )-module (V, eV ⊗ 1V ).

Example 5.31. It may be useful for the reader to work out the identities
[dqc.1] to [dqc.4] in detail in the case of V = Rn. The first identity [dqc.1]
says that for a constant function c : Rn → R, εRn(c(~x)) = 0. The second
identity [dqc.2] states that for a pair of smooth functions f, g : Rn → R, we
have that:

εRn (f(~x)g(~x)) =(
f(~0)

∂g

∂x1

(~0) + g(~0)
∂f

∂x1

(~0), . . . , f(~0)
∂g

∂xn
(~0) + g(~0)

∂f

∂xn
(~0)

)
The third identity [dqc.3] amounts to the statement that εRn(πi) = ei for
each of the projections πi : Rn → R. The last identity [dqc.4] says that for
a smooth function g : Rm → R and a tuple of smooth functions f1, . . . , fm :
Rn → R, we have that:

εRn (g ◦ 〈f1, . . . , fm〉) =
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(
m∑
i=1

m∑
j=1

∂g

∂xi

(
f1(~0), . . . , fm(~0)

) ∂fj
∂x1

(~0), . . . ,

m∑
i=1

m∑
j=1

∂g

∂xi

(
f1(~0), . . . , fm(~0)

) ∂fj
∂xn

(~0)

)

6. Antiderivatives and integral structure

The goal of this section is to show that the codifferential category struc-
ture on R-Vec induced by the free C∞-ring monad has antiderivatives, and
that therefore we obtain a calculus category (and hence also an integral cat-
egory). Explicitly, we wish to show that the natural transformation K :
S∞ ⇒ S∞ (Definition 2.14) is a natural isomorphism. However, the fini-
tary functor S∞ : R-Vec → R-Vec is a left Kan extension of its own
restriction C∞ : LinR → R-Vec (4.6). Hence, in keeping with the strat-
egy of Section 5, it suffices to show that the restriction K[ : C∞ ⇒ C∞

of K is an isomorphism, as K[ is the image of K under the equivalence
Fin(R-Vec,R-Vec) ' [LinR,R-Vec] of Example 3.3.

Extending this notation, we shall write

L[, K[, J[ : C∞ ⇒ C∞

to denote the restrictions of the transformations L,K, J : S∞ ⇒ S∞ defined
in Definition 2.14.

In order to show that K[ is an isomorphism, we begin by first taking a
look at the coderiving transformation d◦ (Definition 2.12) and its compo-
nents d◦Rn for the finite-dimensional spaces Rn. Recall that d◦Rn : C∞(Rn)⊗
Rn → C∞(Rn) is defined as follows:

d◦Rn = (1C∞(Rn) ⊗ ηRn)mRn

where mRn is the standard multiplication of C∞(Rn) and ηRn : Rn →
C∞(Rn) is the linear map that sends the standard basis vectors ei ∈ Rn

to the projection maps πi : Rn → R (4.5). Recalling from 5.5 that each
element ω ∈ C∞(Rn)⊗ Rn can be expressed uniquely as a sum

ω =
n∑
i=1

fi ⊗ ei ,
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with f1, ..., fn ∈ C∞(Rn), we compute that the resulting smooth function
d◦Rn(ω) : Rn → R is given by

d◦Rn(ω)(~v) = d◦Rn

(
n∑
i=0

fi ⊗ ei

)
(~v)

=
n∑
i=0

fi(~v)πi(~v)

=
n∑
i=0

fi(~v)vi

= (f1(~v), . . . , fn(~v)) · ~v

where the symbol · on the right-hand side denotes the usual dot product.
Equivalently,

d◦Rn(ω)(~v) = F (~v) · ~v
where F = 〈f1, ..., fn〉 : Rn → Rn is the vector field corresponding to
ω =

∑n
i=1 fi ⊗ ei as discussed in 5.5.

Now that we have computed the coderiving transformation d◦ for the
spaces Rn, we can now explicitly describe the transformations L[,K[, J[ :
C∞ ⇒ C∞. Given a smooth function f : Rn → R, we recall from 5.5 that
the vector field corresponding to dRn(f) =

∑n
i=1

∂f
∂xi
⊗ ei is precisely the

gradient ∇f =
〈
∂f
∂x1
, ..., ∂f

∂xn

〉
: Rn → Rn of f . Using this, we obtain a

simple expression for L[Rn(f) = LRn(f) : Rn → R:

L[Rn(f)(~v) = d◦Rn(dRn(f))(~v) = ∇(f)(~v) · ~v

By definition K[Rn = KRn = LRn + S∞(0) where S∞(0) = C∞(0) :
C∞(Rn)→ C∞(Rn), and by Proposition 4.7 we deduce that C∞(0) is given
by simply evaluating at zero:

C∞(0)(f)(~v) = f(~0) .

It is interesting to note that C∞(0) = eRnuRn , where eRn is the counit map
defined in Section 5.2. Therefore, K[Rn(f) = KRn(f) : Rn → R is given by

K[Rn(f)(~v) = ∇(f)(~v) · ~v + f(~0) .
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Lastly, we find that J[Rn(f) = JRn(f) : Rn → R is given as follows:

J[Rn(f)(~v) = ∇(f)(~v) · ~v + f(~v) .

We wish to show that K[ and J[ are natural isomorphisms. To do so, we
need to make use of the Fundamental Theorem of Line Integration, which
relates the gradient and line integration. Recall that for any continuous map
F : Rn → Rn and a curve C parametrized by a given smooth path r :
[a, b]→ Rn, the line integral of F along C is defined as

∫
C

F · dr :=

b∫
a

F (r(t)) · r′(t) dt .

The Fundamental Theorem of Line Integration states that for every C1

function f : Rn → R and any smooth path r : [a, b] → Rn, we have the
following equality:∫

C

∇f · dr = f(r(t))
∣∣∣b
a

= f(r(b))− f(r(a))

Note that the Fundamental Theorem of Line Integration is a higher-dimen-
sional generalization of the Second Fundamental Theorem of Calculus.

Another basic tool that we will require is a compatibility relation be-
tween integration and differentiation called the Leibniz integral rule, to the
effect that partial differentiation and integration commute when they act on
independent variables:

∂

∂x

b∫
a

f(x, t) dt =

b∫
a

∂f(x, t)

∂x
dt

for any C1 function f : R2 → R and any constants a, b ∈ R, noting that this
equation also holds under more general hypotheses, such as those in [27,
§8.1, Thm. 1]. As a consequence, if f : Rn × R → R is a C1 function,
which we shall write as a function f(~x, t) of a vector variable ~x and a scalar
variable t, then any pair of constants a, b ∈ R determines a C1 function
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g(~x) =
∫ b
a
f(~x, t) dt of ~x whose gradient∇g : Rn → Rn is

∇

 b∫
a

f(~x, t) dt

 =

b∫
a

∇(f(~x, t)) dt ,

where the right-hand side is an Rn-valued integral and is regarded as a func-
tion of ~x ∈ Rn. As will be our convention throughout the sequel, the gradient
in each case is taken with respect to the variable ~x.

Proposition 6.1. K[ : C∞ ⇒ C∞ is a natural isomorphism.

Proof. For each n, define K∗Rn : C∞(Rn)→ C∞(Rn) as follows:

K∗Rn(f)(~v) =

1∫
0

1∫
0

∇(f)(st~v) · ~v ds dt+ f(~0) ,

for each f ∈ C∞(Rn) and ~v ∈ Rn, noting that the resulting function
K∗Rn(f) : Rn → R is smooth, as a consequence of the Leibniz integral rule.
We shall use the Fundamental Theorem of Line Integration to show that K∗Rn
is an inverse of K[Rn = KRn .

For each ~v ∈ Rn, define the smooth path r~v : [0, 1]→ Rn by

r~v(t) = t~v .

Note that r~v is a parametrization of the straight line between ~0 and ~v, which
we will denote as C~v. The derivative of r~v is simply the constant function
that maps everything to ~v: r′~v(t) = ~v. Now the Fundamental Theorem of
Line Integration implies that for every smooth function f : Rn → R, the
following equality holds:

1∫
0

∇(f)(t~v) · ~v dt =

1∫
0

∇(f)(r~v(t)) · r′~v(t) dt

=

∫
C~v

∇f · dr

= f(r~v(1))− f(r~v(0))

= f(~v)− f(~0) .

(11)
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This is the key identity to the proof that K[ is an isomorphism. In fact, later
we will see that the Second Fundamental Theorem of Calculus rule [c.1]
from the definition of a co-calculus category (Definition 2.9) is precisely
this instance of the Fundamental Theorem of Line Integration.

Now observe that for any smooth function f : Rn → R, the following
equality holds:

KRn(f)(~0) = ∇(f)(~0) ·~0︸ ︷︷ ︸
= 0

+f(~0) = f(~0)

Using the Fundamental Theorem of Line Integration twice and playing with
the bounds of the integral using limits, we show that KRnK

∗
Rn = 1:

K∗Rn(KRn(f))(~v) =

1∫
0

1∫
0

∇(KRn(f))(st~v) · v ds dt+ KRn(f)(~0)

= lim
u→0+

1∫
u

1∫
0

∇(KRn(f))(st~v) · v ds dt+ f(~0)

= lim
u→0+

1∫
u

t

t

1∫
0

∇(KRn(f))(st~v) · ~v ds dt+ f(~0)

= lim
u→0+

1∫
u

1

t

1∫
0

∇(KRn(f))(st~v) · t~v ds dt+ f(~0)

= lim
u→0+

1∫
u

1

t

(
KRn(f)(t~v)− KRn(f)(~0)

)
dt+ f(~0)

= lim
u→0+

1∫
u

1

t

(
∇(f)(t~v) · t~v + f(~0)− f(~0)

)
dt+ f(~0)

= lim
u→0+

1∫
u

1

t
∇(f)(t~v) · t~v dt+ f(~0)
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= lim
u→0+

1∫
u

t

t
∇(f)(t~v) · ~v dt+ f(~0)

= lim
u→0+

1∫
u

∇(f)(t~v) · ~v dt+ f(~0)

=

1∫
0

∇(f)(t~v) · ~v dt+ f(~0)

= f(~v)− f(~0) + f(~0)

= f(~v).

To prove that K∗RnKRn = 1, we will begin with a few preliminary obser-
vations. First, the following identities also hold for any smooth function
f : Rn → R:

K∗Rn(f)(~0) =

1∫
0

1∫
0

∇(f)(st~0) ·~0 ds dt

︸ ︷︷ ︸
= 0

+f(~0) = f(~0).

Next, as a consequence of the gradient version of the chain rule, for any
scalar t ∈ R we have that

∇(f(t~x))(~v) · ~w = ∇(f)(t~v) · t~w,

where the gradient on the left-hand side is taken with respect to the variable ~x
and then explicitly evaluated at ~v; we will use similar notation in the sequel.

The last observation we need is that the gradient interacts nicely with our
line integral, as a consequence of the Leibniz integral rule and the chain rule:

∇

 1∫
0

f(t~x) dt

 (~v) · ~w =

1∫
0

∇(f(t~x))(~v) · ~w dt =

1∫
0

∇(f)(t~v) · t~w dt

(12)
With all these observations and using similar techniques from before, we

can prove that K∗RnKRn = 1:

KRn(K∗Rn(f))(~v) = ∇(K∗Rn(f))(~v) · ~v + K∗Rn(f)(~0)
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= ∇

 1∫
0

1∫
0

∇(f)(st~x) · ~x ds dt+ f(~0)

 (~v) · ~v + f(~0)

= ∇

 1∫
0

1∫
0

∇(f)(st~x) · ~x ds dt

 (~v) · ~v +∇(f(~0))(~v) · ~v︸ ︷︷ ︸
= 0

+f(~0)

= ∇

 lim
u→0+

1∫
u

1∫
0

∇(f)(st~x) · ~x ds dt

 (~v) · ~v + f(~0)

= ∇

 lim
u→0+

1∫
u

t

t

1∫
x

∇(f)(st~x) · ~x ds dt

 (~v) · ~v + f(~0)

= ∇

 lim
u→0+

1∫
u

1

t

1∫
x

∇(f)(st~x) · t~x ds dt

 (~v) · ~v + f(~0)

= ∇

 lim
u→0+

1∫
u

1

t

(
f(t~x)− f(~0)

)
dt

 (~v) · ~v + f(~0)

= ∇

 lim
u→0+

1∫
u

1

t
f(t~x) dt

 (~v) · ~v −∇

 lim
u→0+

1∫
u

1

t
f(~0) dt

 (~v) · ~v

+ f(~0)

= lim
u→0+

1∫
u

1

t
∇(f(t~x))(~v) · ~v dt− lim

u→0+

1∫
u

1

t
∇(f(~0))(~v) · ~v︸ ︷︷ ︸

= 0

dt+ f(~0)

= lim
u→0+

1∫
u

1

t
∇(f)(t~v) · t~v dt+ f(~0)

= lim
u→0+

1∫
u

t

t
∇(f)(t~v) · ~v dt+ f(~0)
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= lim
u→0+

1∫
u

∇(f)(t~v) · ~v dt+ f(~0)

=

1∫
0

∇(f)(t~v) · ~v dt+ f(~0)

= f(~v)− f(~0) + f(~0)

= f(~v)

Therefore we conclude that K[ : C∞ ⇒ C∞ is a natural isomorphism.

Corollary 6.2. K : S∞ ⇒ S∞ is a natural isomorphism.

Therefore by Theorem 2.15, we obtain the following result:

Theorem 6.3. The monad S∞ on R-Vec has the structure of a codifferen-
tial category with antiderivatives and therefore also the structure of a co-
calculus category (and thus a co-integral category).

Before giving an explicit description of the induced integral transforma-
tion s, we take a look at the inverse of J. Using J−1 will simplify calculating
s. Recall that K being a natural isomorphism implies that J is a natural iso-
morphism. One can then construct J−1 from K−1 with the aid of µ [10].
However, in the present case, for the finite-dimensional spaces Rn, we will
see that J−1

Rn can be described by a considerably simpler formula that our in-
tegral formula for K−1

Rn = K∗Rn in Proposition 6.1. For this reason, and for the
sake of completeness, we will give a stand-alone proof that J is invertible,
by directly defining an inverse of JRn by means of an integral formula.

Proposition 6.4. J[ : C∞ ⇒ C∞ is a natural isomorphism.

Proof. For each n, define J∗Rn : C∞(Rn)→ C∞(Rn) as follows:

J∗Rn(f)(~v) =

1∫
0

f(t~v) dt ,

noting that the Leibniz integral rule entails that J∗Rn(f) is indeed smooth.
Again, we wish to use the Fundamental Theorem of Line Integration to show
that this is indeed the inverse of J[Rn = JRn .
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Given a smooth function f : Rn → R, define the smooth function f̃ :
Rn × R → R simply as multiplying f by a scalar: f̃(~v, t) = tf(~v). Its
gradient ∇(f̃) : Rn × R→ Rn × R is given by

∇(f̃)(~v, t) =

(
∂f̃

∂x1

(~v, t),
∂f̃

∂x1

(~v, t), . . . ,
∂f̃

∂xn
(~v, t),

∂f̃

∂t
(~v, t)

)

=

(
t
∂f

∂x1

(~v), . . . , t
∂f

∂xn
(~v), f(~v)

)
= (t∇(f)(~v), f(~v)) .

As a consequence, we obtain the following identities:

∇(f̃)(~v, t)·(~w, 1) = t∇(f)(~v)·~w+f(~v) = ∇(f)(~v)·t~w+f(~v) = ∇(f̃)(~v, 1)·(t~w, 1) .

Now using this above identity and the Fundamental Theorem of Line Inte-
gration, we show that JRnJ∗Rn = 1:

J∗Rn (JRn(f)) (~v) =

1∫
0

J[Rn(f)(t~v) dt

=

1∫
0

(∇(f)(t~v) · t~v + f(t~v)) dt

=

1∫
0

(
∇(f̃)(t~v, t) · (~v, 1)

)
dt

= f̃(~v, 1)− f̃(~0, 0)

= f(~v)

Having thus shown that J∗Rn is a retraction of JRn , and having already
noted above that J is invertible since K is invertible, we may at this point
deduce that J∗Rn = J−1

Rn . However, in order to construct a standalone proof
that J is invertible, we now show directly that J∗RnJRn = 1, by using the
interchange identity between the gradient and the line integral (12):

JRn (J∗Rn(f)) (~v) = ∇ (J∗Rn(f)) (~v) · ~v + J∗Rn(f)(~v)
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= ∇

 1∫
0

f(t~x) dt

 (~v) · ~v +

1∫
0

f(t~v) dt

=

1∫
0

∇(f)(t~v) · t~v dt+

1∫
0

f(t~v) dt

=

1∫
0

(∇(f)(t~v) · t~v + f(t~v)) dt

=

1∫
0

(
∇(f̃)(t~v, t) · (~v, 1)

)
dt

= f̃(~v, 1)− f̃(~0, 0)

= f(~v)

Corollary 6.5. J : S∞ ⇒ S∞ is a natural isomorphism.

We now compute the induced integral transformation s for the finite-
dimensional vector spaces Rn, that is, we compute a formula for the map

sRn : C∞(Rn)⊗ Rn −→ C∞(Rn) ,

which we recall is defined as sRn = d◦RnK
−1
Rn = (J−1

Rn ⊗ 1Rn)d◦Rn (Theorem
2.15). Given any element ω =

∑n
i=1 fi ⊗ ei of C∞(Rn)⊗ Rn, expressed as

in 5.5, we compute that

sRn(ω)(~v) = d◦

((
J−1
Rn ⊗ 1Rn

)( n∑
i=1

fi ⊗ ei

))
(~v)

= d◦

 n∑
i=1

 1∫
0

fi(t~x) dt

⊗ ei
 (~v)

=

 1∫
0

f1(t~v) dt, . . . ,

1∫
0

fn(t~v) dt

 · ~v
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=

1∫
0

(f1(t~v), . . . , fn(t~v)) · ~v dt

=

1∫
0

F (t~v) · ~v dt

where F : Rn → Rn is the vector field F = 〈f1, . . . , fn〉 corresponding to ω
as in 5.5. Equivalently, sR(ω)(~v) can be described as the line integral

sRn(ω)(~v) =

∫
C~v

F · dr

of the vector field F along the directed line segment C~v from the origin to
the point ~v (for which one parametrization is r = r~v, as discussed in the
proof of Proposition 6.1). Recalling that ω is a 1-form on Rn (5.5), this line
integral is more succinctly described as follows:

Theorem 6.6. The integral transformation s carried by the free C∞-ring
modality S∞ sends each 1-form ω ∈ C∞(Rn)⊗Rn to the function sRn(ω) ∈
C∞(Rn) whose value at each ~v ∈ Rn is the integral of ω along the directed
line segment C~v from ~0 to ~v:

sRn(ω)(~v) =

∫
C~v

ω .

Remark 6.7. For brevity, we will write the integral
∫
C~v
ω in Theorem 6.6 as∫

~v
ω, as it can be thought of as an integral over ~v, considered as a position

vector. Correspondingly, we will denote the function sRn(ω) : Rn → R by∫
(-) ω.

Example 6.8. It is illustrative to consider what the above formulae produce
when the input is a 1-form ω with polynomial coefficients. For example,
writing ~x = (x1, x2) for a general point in R2, let ω be the 1-form ω =
x2

1x
5
2 dx1 + x3

1 dx2 on R2 (with the notation of 5.5), whose corresponding
vector field F is given by F (x1, x2) = (x2

1x
5
2, x

3
1). Then F (tx1, tx2) =
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((tx1)2(tx2)5, (tx1)3) = (t7x2
1x

5
2, t

3x3
1) so that sRn(ω)(~x) is the integral

∫
~x

ω =

1∫
0

F (t~x) · ~x dt =

∫ 1

0

(t7x2
1x

5
2x1 + t3x3

1x2) dt =
1

8
x3

1x
5
2 +

1

4
x3

1x2.

More generally, one can readily show that when applied to any 1-form

ω =
n∑
i=1

pi dxi =
n∑
i=1

pi ⊗ ei

on Rn with polynomial coefficients pi, the above formulae for s reproduce
the integral transformation for polynomials as described in Example 2.8.
The formula for arbitrary smooth functions thus explains the seemingly odd
choice of summing all the coefficients when integrating a particular term.

Let us now examine what the identities of a co-calculus category (Def-
inition 2.9) amount to in the specific co-calculus category that we have de-
veloped here. The Second Fundamental Theorem of Calculus rule [c.1] is
precisely the special case of the Fundamental Theorem of Line Integration
that we used extensively in the proofs of Propositions 6.1 and 6.4, namely
(11). Indeed, given a smooth function f ∈ C∞(Rn), one has that

sRn (dRn(f)) (~v) + S∞(0)(f)(~v) = sRn

(
n∑
i=1

∂f

∂xi
⊗ ei

)
(~v) + f(~0)

=

1∫
0

∇(f)(t~v) · ~v dt+ f(~0) = f(~v) .

On the other hand the Poincaré condition [c.2] is essentially the statement
of its namesake, the Poincaré Lemma, for 1-forms on Euclidean spaces. Ex-
plicitly, [c.2] says that closed 1-forms are exact and that the integral transfor-
mation s provides a canonical choice of 0-form to serve as ‘antiderivative’
for each closed 1-form. So if ω is a closed 1-form over Rn, then ω is exact by
being the exterior derivative of the 0-form sRn(ω), that is, dRn(sRn(ω)) = ω.

We now take a look at the Rota-Baxter rule [s.2] for the integral trans-
formation s (Definition 2.7). Continuing to identify C∞(Rn) ⊗ Rn with the

- 169 -



G.C, J-S.P.L, R.L-W INT. & DIFF. STRUCT. ON C∞-RING MOD.

C∞(Rn)-module of smooth 1-forms on Rn as in Remark 5.5, we will em-
ploy the usual notation fω for the product of a function f ∈ C∞(Rn) and a
1-form ω. Given two 1-forms ω, ν ∈ C∞(Rn) ⊗ Rn, the Rota-Baxter rule
[s.2] gives the following equality, with the notation of Remark 6.7:∫

~v

ω

∫
~v

ν

 =

∫
~v

∫
(-)

ν

ω +

∫
~v

∫
(-)

ω

 ν

The Rota-Baxter identity also admits a nice (and possibly more explicit)
expression in terms of vector fields. Indeed, given two vector fields F :
Rn → Rn and G : Rn → Rn, then the Rota-Baxter rule [s.2] implies that the
following equality holds:

 1∫
0

F (t~v) · ~v dt

 1∫
0

G(t~v) · ~v dt

 =

1∫
0

(F (t~v) · ~v)

 t∫
0

G(u~v) · ~v du

 dt

+

1∫
0

 t∫
0

F (u~v) · ~v du

 (G(t~v) · ~v) dt

A further consequence of the Rota-Baxter rule, for arbitraryvector spaces
V , is that the integral transformation sV : S∞(V ) ⊗ V → S∞(V )induces
a Rota-Baxter operator on the free C∞-ring S∞(V ), as we will show in
Proposition 6.10.

Definition 6.9. Let R be a commutative ring. A (commutative) Rota-Baxter
algebra [13] (of weight 0) over R is a pair (A,P) consisting of a (commuta-
tive) R-algebra A and an R-linear map P : A→ A such that P satisfies the
Rota-Baxter identity; that is, for each a, b ∈ A, the following equality holds:

P(a)P(b) = P(aP(b)) + P(P(a)b). (13)

The map P is called a Rota-Baxter operator.
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As discussed in [10], the latter Rota-Baxter identity (13) corresponds to
a formulation of the integration by parts rule that involves only integrals and
no derivatives—as we will soon illustrate in Example 6.11. We refer the
reader to [13] for more details on Rota-Baxter algebras.

Now for an arbitrary R-vector space V and any element ~v ∈ V , it readily
follows from the Rota-Baxter rule [s.2] in Definition 2.7 that the correspond-
ing linear map v : R → V induces a Rota-Baxter operator Pv : S∞(V ) →
S∞(V ) defined as the following composite

Pv := S∞(V )
1⊗v // S∞(V )⊗ V sV // S∞(V ) , (14)

making the pair (S∞(V ),Pv) a Rota-Baxter algebra over R. Summarizing,
we obtain the following new observation:

Proposition 6.10. Free C∞-rings are commutative Rota-Baxter algebras
over R, with Rota-Baxter operators defined as in (14).

Example 6.11. A particularly important example arises when we let V = R
and we take ~v to be the element 1 ∈ R (whose corresponding linear map is
the identity on R). In this case, the corresponding Rota-Baxter operator P1

on S∞(R) = C∞(R) is essentially the integral transformation:

P1 := C∞(R)
∼= // C∞(R)⊗ R sV // C∞(R) .

Letting f ∈ C∞(R), we can use the substitution rule to compute that the
function P1(f) ∈ C∞(R) is given by

P1(f)(x) = sR(f ⊗ 1)(x) =

1∫
0

f(tx)x dt =

x∫
0

f(u) du .

Expressed in this form, the Rota-Baxter algebra (C∞(R),P1) is often con-
sidered the canonical example of a Rota-Baxter algebra (of weight 0). For a
pair of smooth functions f, g ∈ C∞(R), the Rota-Baxter identity is

P1(f)(x)P1(g)(x) =

 x∫
0

f(u) du

 x∫
0

g(u) du


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=

x∫
0

f(u)

 u∫
0

g(t) dt

 du+

x∫
0

 u∫
0

f(t) dt

 g(u) du

= P1 (fP1(g)) (x) + P1 (P1(f)g) .

One interesting consequence of Rota-Baxter algebra structure is that the
Rota-Baxter operator induces a new non-unital Rota-Baxter algebra struc-
ture. If (A,P) is a Rota-Baxter algebra over R, then define a new associative
binary operation ∗P by

a ∗P b = aP(b) + P(a)b .

This new multiplication ∗P is called the double product and endowsA with a
non-unital R-algebra structure, for which P is again a Rota-Baxter operator.
If A is commutative, then the double product is also commutative. Also note
that by R-linearity of P, the Rota-Baxter identity can then be re-expressed
as:

P(a ∗P b) = P(a)P(b)

which implies that P is a non-unital Rota-Baxter algebra homomorphism.

Corollary 6.12. In addition to its underlying unital R-algebra structure,
each freeC∞-ring carries a further non-unital, commutative R-algebra struc-
ture, with the same addition operation but with multiplication given by the
double product induced by the Rota-Baxter operator defined in (14).

Example 6.13. Consider the Rota-Baxter algebra (C∞(R),P1) from Exam-
ple 6.11. In this case, the induced double product ∗P1 is given by

(f ∗P1 g)(x) = f(x)

 x∫
0

g(t) dt

+

 x∫
0

f(t) dt

 g(x)

= f(x)P1(g)(x) + P1(f)(x)g(x) .
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[1] J. Adámek and J. Rosický. Locally presentable and accessible cate-
gories, volume 189 of London Mathematical Society Lecture Note Se-
ries. Cambridge University Press, Cambridge, 1994.
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279, 2016.

[8] F. Borceux. Handbook of categorical algebra. 2, volume 51 of Ency-
clopedia of Mathematics and its Applications. Cambridge University
Press, Cambridge, 1994. Categories and structures.

[9] J. R. B. Cockett and J.-S. P. Lemay. Integral categories and calcu-
lus categories. In Computer science logic 2017, volume 82 of LIPIcs.
Leibniz Int. Proc. Inform., pages Art. No. 20, 17. Schloss Dagstuhl.
Leibniz-Zent. Inform., Wadern, 2017.

[10] J. R. B. Cockett and J.-S. P. Lemay. Integral categories and calculus
categories. Math. Structures Comput. Sci., 29(2):243–308, 2019.

- 173 -



G.C, J-S.P.L, R.L-W INT. & DIFF. STRUCT. ON C∞-RING MOD.

[11] E. J. Dubuc and A. Kock. On 1-form classifiers. Communications in
Algebra, 12(11-12):1471–1531, 1984.

[12] T. Ehrhard. An introduction to differential linear logic: proof-nets,
models and antiderivatives. Mathematical Structures in Computer Sci-
ence, 28(7):995–1060, 2018.

[13] L. Guo. An introduction to Rota-Baxter algebra, volume 4 of Surveys
of Modern Mathematics. International Press, Somerville, MA; Higher
Education Press, Beijing, 2012.

[14] D. Joyce. An introduction toC∞-schemes andC∞-algebraic geometry.
In Surveys in differential geometry. Vol. XVII, volume 17 of Surv. Differ.
Geom., pages 299–325. Int. Press, Boston, MA, 2012.

[15] G. M. Kelly. Structures defined by finite limits in the enriched context.
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